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Abstract 
Generative AI (GenAI) tools promise to advance non-visual informa-
tion access but introduce new challenges due to output errors, hal-
lucinations, biases, and constantly changing capabilities. Through 
interviews with 20 blind screen reader users who use various GenAI 
applications for diverse tasks, we show how they approached infor-
mation access with everyday uncertainty, or a mindset of skepticism 
and criticality towards both AI- and human-mediated assistance 
as well as information itself. Instead of expecting information to 
be ‘correct’ and ‘complete’, participants extracted cues from error-
prone information sources; treated all information as tentative; ac-
knowledged and explored information subjectivity; and constantly 
adjusted their expectations and strategies considering the politics 
around access. The concept of everyday uncertainty situates GenAI 
tools among the interconnected assistive applications, humans, and 
sociomaterial conditions that both enable and hinder the ongo-
ing production of access. We discuss the implications of everyday 
uncertainty for future design and research. 
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1 Introduction 
We are amidst a moment in which information access for blind 
people is increasingly bound to Generative AI (GenAI), as evidenced 
by the integration of GenAI models into mainstream assistive tools 
[40, 47, 95, 97]. Built on large language models (LLMs) and large 
multimodal models (LMMs), such as GPT-4 [3], emerging GenAI 
tools have led to a growing interest in making text, code, images, 
visual interfaces, audio, and videos more accessible to people with 
disabilities (PWD)1 [44, 52, 134], particularly blind people [4, 27, 59, 
83]. These emerging capabilities have accelerated research at the 
intersection of GenAI and accessibility [4, 27, 41, 43, 44, 59, 89] as 
well as commercial applications for blind people, such as Microsoft 
Seeing AI [97], Picture Smart AI in JAWS [40], Be My AI [38, 105], 
and Aira Access AI [47]. 

Yet, we are only just now beginning to understand how blind peo-
ple use applications of generative models across diverse tasks and 
contexts, such as text generation [4], information seeking [4], image 
generation [27, 59, 83, 91], data visualization [114], and graphical 
user interface navigation [77]. As use cases and opportunities for AI-
powered access have expanded, so have the challenges. Prior work 
has documented the technical limitations of generative models for 
access [4, 6, 44], lack of quality and representative data [41, 69, 89], 
inaccessible interfaces and interaction mechanisms [4, 6, 27, 44, 59], 
and the diverse range of accessibility needs in different contexts 
[45, 100, 121]. Building completely error- and bias-free models ap-
pears to be an unrealistic goal [88, 94], making it ever-important 
to study how blind people understand and adapt to these limits 
inherent in GenAI, as resonated with the growing recognition of 
uncertainty as a central theme in AI and machine learning (ML) 
scholarship [14, 18, 74, 109]. 

Extensive AI/ML work has explored uncertainty from a computa-
tional perspective, often focusing on the establishment of quantita-
tive estimates of confidence that exist around model predictions and 
how they influence technical decisions such as algorithm choice, 
feature selection, and parameter tuning [1, 132]. Other work pivots 
to examine the human side of understanding and interpretation 
of model output [109]. Such work is often concerned with how 

1We use person-first language when referring to people with disabilities as a larger 
group and identity-first language to reference specific groups (e.g., blind people), 
noting that people have different preferences in the usage of language [115]. 
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to best convey uncertainty in model outcomes, such as what are 
the best ways to present prediction uncertainty through data vi-
sualizations [60], and whether such representations lead to more 
accurate inferences or simply serve to further confuse people. A 
related and growing area of study involves conveying the uncer-
tainty inherent in broader applications of generative models. This 
research examines, for example, the extent to which transparency 
in the conveyance of uncertainty through various stages of the 
technology pipeline affects people’s trust and reliance on the in-
formation provided [18, 74, 109]. Despite these valuable insights, 
this line of work often neglects the broader sociomaterial context 
that shapes how people reason about uncertainty with respect to 
information-seeking and its access. 

To expand our empirical and theoretical understanding of un-
certainty, we analyze the practices of blind screen reader users 
who use GenAI applications for diverse activities, such as image 
understanding, document reading, online search, and visual-spatial 
concept learning. Studying uncertainty in the context of blindness 
is important and could provide valuable insights given that blind 
people regularly grapple with inaccessible information, such as 
when they navigate busy streets [136, 142], read documents [82], 
browse the web [20, 65, 82], and take and share photos [66]. The 
pervasive applications of GenAI introduces new possibilities but 
also complexities for blind users, particularly given the constant 
change, invisibility, and inscrutability of AI [8, 144, 149]. Difficul-
ties also present for screen reader users to evaluate or verify model 
output when it contains inaccessible visual elements [4, 6, 27, 44]. 
This constellation of challenges coupled with the momentum of 
AI-powered accessibility tools makes it crucial to develop a more 
nuanced and comprehensive understanding of how blind people 
interact with GenAI in the context of uncertainty as well as how 
GenAI is shaping their information access more broadly. 

Drawing on interview data with twenty blind screen reader users, 
we find that participants approached information access with a 
mindset of everyday uncertainty, which we define as skepticism and 
criticality towards both AI- and human-mediated assistance as well 
as information itself. That is, uncertainty associated with model 
output, while important, is only one small part of the process of 
reasoning about uncertainty in information access. Instead, every-
day uncertainty arises from the ongoing and situated working out 
of one’s understanding through imperfect tools and variations in 
human assistance. Consequently, participants learned to extract 
meaningful cues from error-prone information sources; treated 
all information as tentative and progressively updated their un-
derstanding over time; acknowledged and explored information 
subjectivity; and constantly adjusted their expectations and strate-
gies considering the politics around access. 

This study makes three primary contributions. First, we intro-
duce the concept of everyday uncertainty, which broadens how we 
understand the role of GenAI tools within the situated, ongoing 
process of information access. Expanding beyond contemporary 
notions of uncertainty as a quantitative metric or attribute of prob-
abilistic models, we theorize uncertainty as an everyday mindset 
that blind people living in a world dominated by sighted-first think-
ing and inaccessible information contend with daily. The concept 
contributes a system-level perspective on the process of informa-
tion access, which situates GenAI tools among the interconnected 

assistive applications, humans, and sociomaterial conditions that 
both enable and hinder the ongoing production of access. Second, 
our analysis contributes to the growing literature on uncertainty 
in HCI [18, 26, 36, 113, 119], providing a novel empirical case of 
the experience of uncertainty among PWD that contrasts with pre-
vious contexts of study such as disaster risk, healthcare, finance, 
and cybersecurity [113, 119]. Third, drawing on the concept of ev-
eryday uncertainty, we provide actionable recommendations for 
AI-powered access technology to go beyond existing precision-
oriented goals (e.g., accuracy, bias mitigation) and evaluation met-
rics. 

2 Related Work 

2.1 Blind People’s Everyday Access 
Despite improved digital access with assistive technologies like 
screen readers [9, 39, 96, 103], inaccessibility remains a day-to-
day experience for blind people [65] due to pervasive inaccessible 
documents [79], webpages [20], visual-based features [12, 32], im-
ages [99, 137], and mobile applications [7]. Additionally, there is 
still a lack of shared guidelines for essential accessibility features 
like alt-text [16, 34, 53] and data visualizations [35]. Even with 
standards such as the Web Content Accessibility Guidelines, en-
forcement remains inconsistent [127]. As a result, blind people 
often spend significant time navigating different systems [112], 
developing workarounds and individual solutions [117]. 

Beyond digital contexts, inaccessibility is also pervasive in blind 
people and other PWD’s everyday life, considering the lack of 
reliable accessibility services [126, 140], standards [55], social ac-
ceptance of disability [72], as well as the complexity and emergent 
nature of access needs [17, 56, 90]. For instance, for blind people, 
remote human assistance services such as Be My Eyes are not al-
ways reliable due to factors like unfamiliarity with blindness and 
technical limitations like internet issues [84, 86]. Even trained pro-
fessionals like Aira visual interpreters might encounter challenges 
ranging from information acquisition to social engagement [85]. 
The poor quality or inconvenience of such assistance not only 
hinders task completion but can also undermine one’s sense of 
independence, fostering feelings of losing control over their access 
and hesitation in seeking human support [84]. 

As a result, developing creative accessibility solutions is a widely 
shared disability experience [104, 133, 140]. Prior work shows that 
access is deeply conditioned in sociomaterial contexts [101], in-
volving constant negotiation among individuals with and without 
disabilities, assistive tools, and environment affordances [15, 17, 
28, 33, 138]. For instance, blind people construct their living world 
through dynamic interactions and emergent actions [33], such as 
by using white canes to gather environmental cues [142], collecting 
embodied cues from sighted guides [33], and seeking out human 
assistance [84]. This interconnected nature of access makes it im-
portant to examine how GenAI tools fit into PWD’s existing prac-
tices for access. However, most research on GenAI for accessibility 
has focused on the utility of specific tools for isolated tasks or as 
standalone applications such as ChatGPT’s utility for text summa-
rization, writing template generation, and image description [4, 44]. 
This model- or tool-focused approach might miss important acces-
sibility issues or design opportunities (e.g., inconsistent standards 
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for accessibility [127], or combined use of multiple tools for access 
needs [117]). Taking a broader view, our study understands how 
blind people skillfully use GenAI tools alongside other resources to 
meet their access needs. 

2.2 Studying AI with and for Blind People 
Despite the long history of studying AI with and for blind peo-
ple [129], HCI and accessibility research has primarily focused on 
training AI for bounded tasks like image description, object de-
tection, and text recognition [42, 111]. This work has centered 
around visual question answering [129], from dataset creation 
[21, 49, 50, 73, 116, 128, 150] and model development [19, 24, 130] to 
understanding user experiences [45, 92, 143, 152]. However, these 
applications often fall short in meeting the dynamic and context-
dependent information needs of blind people [121], such as experi-
ential needs required for personal photos [66]. To address individual 
needs, personalized and teachable AI has gained increasing atten-
tion, but these applications still often operate as end-to-end systems 
with fixed labels [100, 116, 128]. 

The rapid evolution and integration of GenAI models into today’s 
applications bring rich potential for more open-ended exploration 
with AI. Recent research has tried to integrate GenAI models in di-
verse application contexts for blind people, including graphical user 
interface navigation [77], image creation [59, 83], video descrip-
tion [135], and data visualization [114]. However, existing GenAI 
tools still exhibit shortcomings in serving blind people and other 
PWD due to inaccessible interfaces [4], embedded ableism [41, 91], 
shortage of training data [22, 69], and lack of robust verification 
mechanisms [27, 44]. While earlier research suggests blind peo-
ple might overtrust AI-generated image descriptions [92], distrust 
towards AI systems is more common as limitations in AI models 
become more recognized [4, 6, 45, 58]. Blind people worry about 
AI errors that could cause social embarrassment or safety concerns 
such as in health information [4], social photo sharing [152], and 
recognition of bathroom gender signs [2]. Increasing research is 
focused on blind users’ interactions with AI errors, such as their 
verification strategies, which uncovers blind users’ abilities in de-
tecting AI errors using contextual cues or other tools like search 
engines [6, 45, 58]. 

However, GenAI models’ opacity and constant change pose addi-
tional challenges, as it is difficult to predict the models’ capabilities 
and limitations [8, 144]. Research shows that blind users experi-
ment with and develop knowledge of AI applications in low-risk 
and known settings to (con)test AI systems [6, 45, 58], a daily prac-
tice Gonzalez et al. coined as “practice ground of visual landscapes” 
[45]. For researchers, this ongoing updating of use can make it 
hard to determine how long existing findings and solutions around 
specific GenAI models will apply in the future. Being aware of these 
challenges, our study analyzes how blind people adapt imperfect 
information and tools into their everyday process of information 
access. 

2.3 Uncertainty in HCI and Human-Centered 
AI/ML Research 

Uncertainty is a pervasive concept in HCI and machine learning 
scholarship [120], leading to a ‘conceptual overload’, with varying 

interpretations even within the same field of study [120]. Moreover, 
numerous related concepts, such as instability, risk, and ambigu-
ity, are frequently used interchangeably with uncertainty, while 
others, like confidence, reliability, and trustworthiness, are often 
discussed in similar contexts [110, 118, 146]. Traditionally, uncer-
tainty has been viewed as a problem to be solved [51, 119, 120]. 
This perspective is reflected in efforts to measure [13, 18], control 
[81, 110], visualize [36, 60, 71], and understand human perceptions 
of uncertainty related to computing systems [74]. Additionally, 
research on uncertainty has often been conducted from the lens 
of risk management and discussed in risk-sensitive contexts like 
disaster risk, healthcare, finance, and cybersecurity [113, 119]. In 
machine learning, uncertainty, arising from the statistical nature 
of model output, could occur at any stage of deployment [70, 88]. 
Some research acknowledges this uncertainty inherent in machine 
learning and focuses on design opportunities associated with model 
uncertainty [14], such as improving communication with end-users 
about model mechanisms and output [18, 25, 148]. However, these 
works still tend to focus on uncertainty within models and rely on 
a computational understanding. 

Recent HCI scholarship and beyond has embraced uncertainty 
as a natural part of human life [31, 108, 113, 119], suggesting that 
statistics alone cannot fully capture the complexities. Soden et al. 
proposed approaching uncertainty from political, generative, and 
affective dimensions [119]. Along these three dimensions, they en-
courage critical reflections on the treatment of uncertainty, view 
uncertainty as an opportunity for design and creativity rather than 
something to be solved, and invite research to understand the em-
bodied experiences of uncertainty. As one of such efforts, Devendorf 
et al. showed how uncertainty is a fundamental and embodied ex-
perience in parenting, shifting away from the optimization and self-
improvement narratives popular in parenting tools [31]. Beyond 
HCI scholarship, research similarly argued for a critical reflection 
on the traditional treatment of uncertainty across disciplines like 
environmental science, healthcare, and finance (see example cases 
in [113]). Our analysis responds to these calls for situated studies 
of uncertainty and expands the existing literature with a case in 
the context of accessibility. 

3 Method 
We interviewed twenty blind screen reader users to understand their 
practices and desired GenAI experiences. We iteratively refined our 
interview protocol and performed a reflexive thematic analysis of 
the data [23]. 

3.1 Participants 
Twenty blind screen reader users participated in this study (Table 1). 
We recruited participants through our academic and professional 
network, collaboration with the American Foundation for the Blind, 
and snowball sampling [106]. We distributed a screening survey 
deployed on Google Forms to help with recruitment. We set the 
following inclusion criteria for participants: (1) identify as legally 
blind, (2) use screen readers (and do not use visual magnification 
tools), (3) located in the U.S. when the study was conducted, (4) 
speak English, (5) age 18 or older, and (6) have used GenAI tools, 
broadly construed. We took a broad view of GenAI, covering any 
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AI that participants see as relevant and can generate content across 
modalities. We offered all participants $50 U.S. in cash or an Amazon 
gift card of the same amount to compensate for their time. 

3.2 Initial Exploration 
As a first step, we informed our understanding of blind screen reader 
users’ use of GenAI tools by analyzing transcripts and video record-
ings of a blind co-author’s naturalistic interactions with ChatGPT, 
Gemini, and Be My AI. The researcher independently captured 
usage logs of his exploration of ChatGPT and Be My AI for under-
standing complex concepts like a radiator panel (with images of 
the appliance), the layout and components of home roofs in the 
U.S., details of cultivating hyacinth flowers while gardening, and a 
comparison of LED light bulbs of different shapes as part of a home 
repair project. The specific uses of these tools were determined 
by the researcher’s personal information needs and curiosity. The 
researcher then reviewed the transcripts of interaction and added 
reflexive annotations about his intentions, goals, and reactions to 
various portions of activity as it was captured in the logs. Other 
team members reviewed and asked further questions about these 
interactions. Additionally, the researcher worked with a sighted col-
laborator to explore two specific GenAI tools, which were recorded 
via screen capture for later analysis. The sessions captured the re-
searcher’s first experience using (1) ChatGPT to assist in reading a 
PDF document and (2) Google Gemini to describe the visual layout 
of a poster. Three researchers read the transcripts, reviewed the 
videos, and reflected on the interactions together with the blind 
co-author. Based on this preliminary analysis, we created interview 
questions to understand blind people’s use of GenAI tools, their 
prompting and evaluation strategies, their suggestions for improve-
ment, and how they understand the opportunities and challenges 
of various GenAI tools alongside other options they have for access 
(e.g., human assistance). 

3.3 Semi-Structured Interviews 
The lead author conducted all interviews remotely via Zoom from 
April to September 2024. This study was qualified as self-exempt and 
approved by the Institutional Review Board (IRB) of the University 
of California, Irvine. Before the interviews, the lead author emailed 
each participant a digital copy of the study information sheet. At 
the beginning of each interview, she briefed participants on the 
study procedure and obtained their verbal consent. Participants 
were informed that they could skip questions or stop the interview 
at any time. They were also assured of their right to turn off their 
camera during the interview. Each interview lasted approximately 
one hour. We focused on the most typical use cases as well as those 
they perceived as relevant to blindness. As follow-up questions, 
we asked about their workflows, the change brought by GenAI 
tools for the task, etc. While initially centered on use strategies and 
experiences, the interview protocol evolved to include questions 
about GenAI tools’ impact on their relationships for access, e.g., how 
GenAI tools changed their ways of getting access. All interviews 
were video recorded and transcribed for analysis by the lead author. 

3.4 Data Analysis 
We adopted reflexive thematic analysis for both interview and tran-
script data as we sought to have a qualitative understanding of 
participants’ lived experiences. Our analysis entails iterative and 
ongoing theme development along with data collection based on 
patterns of shared meaning among the data [23]. The lead author 
conducted open inductive coding of the cumulative interview data 
after each interview and regularly discussed the results with the re-
search team. In the initial stages, we focused on the surface meaning 
of the data to familiarize ourselves with the data, e.g., identifying 
use cases, GenAI tools’ limitations perceived by participants, etc. 
We informed our analysis with critical reflections on AI [8, 94], the 
sociomaterial nature of access and disability [15, 17, 28, 68, 101, 138], 
and socio-cognitive theories or methods in HCI and related fields 
[57, 61, 80, 123]. 

Through continued interviews, iterative coding, and analytic 
memoing, we began to identify the broader sociomaterial context 
of our participants’ use of GenAI applications and the pervasive 
and ongoing nature of uncertainty. At various stages of the re-
search, all researchers met to discuss the key themes, iterate on 
our findings, and reach a consensus. Subsequently, our thematic 
analysis identified the practices of (1) extracting meaningful cues 
from error-prone information sources; (2) treating all information 
as tentative and progressively updating understandings over time; 
(3) acknowledging and exploring information subjectivity; and (4) 
constantly adjusting expectations and strategies considering the 
politics around access. Across these themes, participants demon-
strated a mindset of skepticism and criticality towards AI- and 
human-mediated assistance and information itself. We termed this 
mindset everyday uncertainty to call attention to the pervasive, 
ongoing, and routine nature of contending with uncertainty in 
information access experienced by blind people living in a world 
dominated by sighted-first thinking, imperfect access tools, and 
variations in human support. 

3.5 Positionality Statement 
Our research team has four researchers based in the U.S. The pri-
mary author, who led the interview protocol design, data collection, 
and analysis, is sighted and has been exposed to blind communi-
ties through ongoing volunteer work. The second author is blind 
and contributed to the early and ongoing exploration of various 
GenAI tools. His usage, personal reflections, and interactions with 
the research team have greatly shaped the team’s understanding 
of information access through GenAI applications. The third and 
fourth authors are sighted and contributed to data analysis and 
theorizing alongside the other researchers. All authors contributed 
to interpreting the findings and the implications of the study. Our 
academic backgrounds in computer science, communication, cog-
nitive science, and philosophy as well as our empirical orientations 
towards interpretive qualitative research and inferential statistical 
analyses influenced our research. 

4 Findings 
Across our data, participants detailed many use cases where they 
sought information about artifacts, environments (digital and/or 
physical), and concepts that were otherwise inaccessible to them. 
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P# Age Gender Self-reported Blindness Blindness Onset GenAI Tools Discussed in Interviews 

P1 25-34 Man 100% blind Since birth 
OpenAI ChatGPT, Be My AI, 
Microsoft Seeing AI, 
DALL-E, Midjourney 

P2 25-34 Man fully blind Later in life 
Google Gemini, 
OpenAI ChatGPT, Be My AI 

P3 25-34 Man 

I have some vision 
but very little. 
My right eye is 
just light perception 
and my left eye is 
something like 20/350. 

Later in life OpenAI ChatGPT, Be My AI 

P4 35-44 Man totally blind Later in life 
Google Gemini, OpenAI ChatGPT, 
Be My AI, Microsoft Seeing AI, 
Anthropic Claude.ai, Adobe Express 

P5 35-44 Man no eyesight at all Later in life 
Google Gemini, OpenAI ChatGPT, 
Be My AI, Microsoft Seeing AI 

P6 35-44 Woman light perception Since birth 
Google Gemini, OpenAI ChatGPT, 
Be My AI 

P7 35-44 Woman fully blind Since birth 
Google Gemini, OpenAI ChatGPT, 
Be My AI, Microsoft Seeing AI 

P8 25-34 Man Blind Later in life OpenAI ChatGPT, Be My AI 

P9 45-54 Man totally blind Since birth 
OpenAI ChatGPT, Be My AI, 
Picture Smart AI in JAWS, Aira Access AI 

P10 45-54 Woman totally blind Since birth 
Google Gemini, OpenAI ChatGPT, 
Be My AI, Microsoft Seeing AI, 
Picture Smart AI in JAWS 

P11 55-64 Woman totally blind Since birth 
Be My AI, Picture Smart AI in JAWS, 
Aira Access AI 

P12 25-34 Woman total blindness Since birth 
OpenAI ChatGPT, Microsoft Seeing AI, 
DALL-E, Stable Diffusion 

P13 55-64 Woman 

No usable vision. 
Light perception 
with some strange 
shadow vision. 

Later in life 
OpenAI ChatGPT, Be My AI, 
Microsoft Seeing AI 

P14 45-54 Woman 
Blind, light perception 
only with some shadows. Later in life 

Be My AI, Microsoft Seeing AI, 
Facebook’s Automatic Alt Text 

P15 18-24 Man 

I can see some light, 
shapes if it’s close, 
and some colors if 
they are bright and close. 

Since birth 
OpenAI ChatGPT, Be My AI, 
Microsoft Seeing AI, Udio, Suno 

P16 45-54 Woman I have no usable vision. Since birth 
Be My AI, Microsoft Seeing AI, 
Zoom AI Companion 

P17 65 or over Man totally blind Since birth 
Be My AI, Picture Smart AI in JAWS, 
Aira Access AI 

P18 35-44 Man 
I am totally 
blind though I 
have light perception. 

Since birth OpenAI ChatGPT, Be My AI 

P19 35-44 Man blind Since birth Be My AI, PiccyBot 

P20 25-34 Woman totally blind Since birth 
OpenAI ChatGPT, Be My AI, 
Aira Access AI 

Table 1: Participant demographics. 

They used a range of GenAI applications (see GenAI tools discussed in interviews in Table 1) alongside other tools (e.g., search engines, 

https://Claude.ai
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PDF readers) and human assistance to make information in myriad 
forms more accessible. Specific use cases of GenAI tools included 
extracting both high-level structures and details of digital and phys-
ical artifacts, such as inaccessible PDFs (P2, P7, P8, P17, our member 
researcher), legal documents (P15, P17), restaurant menus (P12), 
product assembly instructions (P6), and personal photos or public 
images (P2, P4, P7, P10, P13, P14, P19, P20). Participants also used 
GenAI tools to understand the layout of desktop screenshots and 
the arrangements of elements such as in web pages (P11, P14, P17), 
data tables (P11, P16), presentation slides (P11), questionnaires (P14, 
P17), and charts (P16). Additionally, they used GenAI tools to sat-
isfy diverse curiosities such as understanding historical figures (P5), 
emojis (P3), visual arts (P7), sporting events (P1, P3), and building 
structures (our member researcher). 

Across these use cases, we observed that participants approached 
information access with a mindset of everyday uncertainty, which 
is characterized by skepticism and criticality towards both AI-
and human-mediated assistance as well as the information itself. 
Rather than expecting information to be ‘correct’ or ‘complete’, they 
learned to extract meaningful cues from error-prone information 
sources; treated all information as tentative and progressively up-
dated their understanding over time; acknowledged and explored 
information subjectivity; and constantly adjusted their expectations 
and strategies considering the politics around access. 

4.1 Extracting Meaningful Cues from 
Error-prone Information Sources 

Model hallucination, i.e., false or misleading content generated by 
AI, is a known concern in using GenAI applications for accessibility 
[4, 6, 44], and as such, blind people use a variety of strategies to 
test and verify output (e.g., turning to search engines, sighted as-
sistance, trying another model, re-prompting, testing with known 
settings) [4, 6, 45]. Our findings extend this prior work, as we found 
that working with model hallucinations, or otherwise error-prone 
output, was often an assumed part of using GenAI tools for access 
among our participants. Their use shifted from simply verifying 
output to skillfully making use of error-prone output as part of 
information access. They developed a tolerance for certain kinds of 
errors, learning to integrate error-prone GenAI tools into their sit-
uated practices and workflows, such as reasoning in environments 
with rich contextual cues (e.g., personal photos, or physical objects, 
in both digital and physical environments), extracting outlines to 
facilitate document reading, and identifying terminology before 
conducting an online search. 

The situated nature of information access was central to partici-
pants’ tolerance towards errors in information, affording them the 
ability to draw on contextual cues and extract meaningful cues from 
erroneous outputs. This was evident when they reasoned about 
items with rich contextual cues such as personal photos. In these 
cases, participants drew on a range of contextual information, such 
as image metadata and their memories, to work with erroneous 
model output. When we asked P2 how he dealt with AI halluci-
nation in image description, he told us based on his experience 
the AI models he used usually do not make mistakes in terms of 
high-level image structures or categories of the objects. As such, 
he developed a way to use AI for selecting photos for his online 

sharing because “misrecognizing a palm tree into another type of 
tree wouldn’t affect” as long as he gets the cues to know if it is a 
photo of scenery or people. As another example, P9, who worked 
as an accessibility engineer, often used Picture Smart AI to check 
screenshots of test cases provided by his client. While the output 
was expected to have errors, his work experience equipped him 
with certain anticipations toward the output. As he said, 

“Typically in the screenshots there’ll be a highlight or 
pointer, pointing at the code in question. And usually, 
AI is able to tell something like the focus or whatever 
they’re using to point to this code snippet. Tell me what 
code snippets are being focused or emphasized.” 

As seen from this quote, P9 actively directed his attention to where 
he should focus and had more confidence. Additionally, he told 
us, out of concerns about AI hallucinations, he would only use 
GenAI tools on tasks where he had a clue about the output like 
the workplace screenshots. Likewise, other participants said they 
“never use [GenAI tools] for anything important ” (P4) or “won’t hang 
a life on [AI-generated descriptions]” (P14). 

Similarly, participants drew on knowledge of their local material 
environment to extract meaningful cues from erroneous outputs 
related to physical objects (P9, P11, P13, P15, P17). For instance, 
P11 frequently combined information from merchant labels with 
Seeing AI descriptions to refine her understanding when shop-
ping for clothing. As she stated, “I’d like to get information from 
at least 2 different sources to decide.” Similarly, P15 remained con-
scious of potential errors from AI output. He once identified an 
error when Seeing AI misrecognized a mac and cheese package as 
a hot pie when he almost put it in his microwave, explaining, “I’m 
glad I checked...You have to kind of trust your instinct.” Instead of 
approaching this as a one-time verification process as often dis-
cussed in the literature [6, 58], we found that participants iteratively 
checked their understanding using environmental cues, developing 
“instincts” towards pervasive errors and a readiness to adjust their 
reasoning accordingly. 

Another common context of appropriating erroneous output 
involved using various GenAI tools (ChatGPT, Gemini) to extract 
structured outlines from documents (described by five participants), 
given that document reading is typically an attention-demanding 
task for screen reader users and often rife with inaccessibility [79]. 
While GenAI models are far from perfect in summarizing long 
documents [44], participants found it useful to generate a rough 
structure to help them preview content and know what to attend 
to when reading. P2 and P8 shared that, before using ChatGPT, 
they frequently needed to read through substantial portions of a 
paper to understand the structure, even when they were generally 
familiar with common paper structures. P2’s experience represented 
a typical reading experience with ChatGPT or similar text-based 
GenAI tools. “I’ll have a rough understanding of the structure of 
the article, the main view, and the key points [with the outline GPT 
generated]. I know there may be three main points in the article’s main 
body, and I will know when it comes to the first one.” He emphasized 
that “every time after the summarization, I’ll read the article because 
I don’t totally believe it.” In this example, P2 fully expected the 
possibility of AI hallucination, and thus he only sought a structured 
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overview and a preview of content to guide his reading at places of 
interest. 

Extending beyond AI model outputs, anticipating and managing 
errors is an inherent part of the process of information access for 
participants, due to widespread inaccessibility of web resources and 
the nature of the information-seeking process [78]. For instance, 
participants remained mindful of potential errors in both the AI 
outputs and their subsequent searches when they used GenAI tools 
as an initial search tool (noted by four participants). P5, for instance, 
shared how he gathered keywords from erroneous output to help 
narrow down and focus his web search. 

“Sometimes I ask Gemini to summarize, for example, 
the U.S. national strategy on a certain thing. It sounds 
ridiculous, right?...Gemini would see a lot of things and 
it’ll probably mention a few documents. It may even 
provide some links. I think 50% of the links are either 
wrong or dead...(However,) I get a very nice bunch of 
keywords, and I can put the things into Google. If I don’t 
use AI, I’m not sure what the keywords would be.” 

In this example, he was not turning to search engines for verification 
[4], but instead, he assumed errors in the output and shifted focus 
to information that he could use to narrow down his search space. 
The advantage of Gemini’s summarizing ability is evident for him 
as a screen reader user as opposed to search engines, because “for 
every item on the web page, you have to verify, like if this source is 
reliable or not, or if this title is interesting or not. A lot of judgments 
came in.” Likewise, P20 described prompting ChatGPT for example 
items and associated links to narrow her search on Amazon for 
online shopping, an activity known to be inaccessible because of 
pervasive inaccessible links and visual elements [122]. In these two 
instances, participants treated GenAI tools as resources to support 
their situated activities on inaccessible web pages and resources. 
They constantly adjusted their expectations about the tools’ limits 
and actively worked out the ongoing uncertainty they experienced 
arising from the process, such as frequent dead links, untrustworthy 
sources, and misinformation from associated resources. 

4.2 Progressive Updating of Information and 
Understanding Over Time 

The experience of everyday uncertainty is also reflected in partici-
pants’ sense of incompleteness in using AI for access. In contrast to 
errors and hallucinations, the sense of incompleteness arises from 
the richness of the information itself, combined with the opaque 
and ever-evolving nature of GenAI models. Consequently, rather 
than seeing verification as a one-time task, participants treated 
all information and understanding as tentative, gradually refining 
their understanding of both the information they were exploring 
and the tools used in their process. 

This ongoing updating of understanding is evident when partici-
pants used GenAI tools to understand complex concepts and topics 
out of curiosity, such as visual-spatial concepts (P1, P3, P5, P8). In 
such cases, GenAI models were perceived as good at providing 
visual layouts and drawing relations between elements for con-
cepts requiring spatial understanding. For example, P1 described 
using ChatGPT to generate a granular understanding of American 
football, 

“When I said explain it to a blind person it gave me a 
more detailed description of the field. Things like what 
is on the left-hand side of the field or what is on the 
right-hand side of the field...it gave me a bunch of new 
terms and then I picked each one by one and I said, okay, 
explain tackle to me. Explain other things to me.” 

As with other participants, P1 did not care if ChatGPT gave a com-
pletely accurate explanation in this request because he would not 
use the information for serious purposes at this particular moment 
(similar to findings from [4, 58]). Along with him, participants 
commonly recognized potential opportunities for expansion of 
understanding, indicating a longer-term process of working out 
uncertainty. 

We observed many similar examples of this ongoing process 
of updating understanding in the transcripts of our member re-
searcher’s use of ChatGPT. In one instance, he was learning about 
the physical structure and terminology of a single-family home’s 
roof to prepare for his conversations with a repair person. The re-
searcher started with a general query about roof components: “can 
you teach me different names in the context of the exterior of a house?” 
He further prompted for relationships between the elements and 
explanations tailored to a blind person, such as “since i am legally 
blind and not able to see these, can you describe, Fascia, Soffit, Flashing, 
and eaves better so that I understand what relates to what and how 
they look like?” With general descriptions in outputs (e.g., “fascia 
boards are the horizontal boards located along the lower 
edge of the roof, just behind the gutters.”), he iteratively 
refined his understanding of local elements (e.g., “what do you mean 
that fascia is behind the gutters”), and shifted attention to aspects 
that were important to him (e.g., “let’s forget about the flashing. and 
focus on the other items”). 

As he was uncertain about the model’s capability and his own 
understanding of the concepts, he iteratively sought verification as a 
way to build up his understanding and test the model’s consistency 
(e.g., “so eaves are like an extension to the roof which is parallel with 
the ground, and perpendicular with the wall, correct? like the edge of 
a hat”), to which ChatGPT replied “Yes, that’s a good way to 
describe it!” While ChatGPT sometimes failed to capture the 
intended meaning of the prompts, the researcher was impressed by 
its ability to choose appropriate words like “U-shaped” and how it 
provided information after he disclosed his blindness. For instance, 
ChatGPT connected the elements following a brief explanation, 

“To help you relate these elements, envision 
the following sequence from top to bottom: 
at the highest point, you have the roof 
covering, which consists of shingles or roofing 
materials. Just below the roofline, you have 
the eaves, which are the horizontal extensions 
of the roof...” 

Still viewing this understanding as tentative, he refined it further 
through conversations with a repair person several days later. This 
example, along with other cases, highlights that while incomplete-
ness is pervasive in information access with GenAI tools, blind peo-
ple actively experimented with strategies to mitigate uncertainty 
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through ongoing interaction with various information sources, in-
cluding GenAI tools, humans, and the material world they live 
in. 

The need for ongoing updating of one’s understanding also stems 
from the opaque and constantly evolving nature of GenAI tools, 
which makes it difficult for users to fully understand and reason 
about models’ capabilities. P6 noted that she iteratively experi-
mented with various prompting strategies to understand the limits 
and reliability of various GenAI tools. For example, she kept collect-
ing her sighted friends’ top three photos and the reasons behind the 
choice to learn how to elicit specific details from Be My AI about 
visual aesthetics. Through constant experimentation, she learned 
some specific questions she could ask, such as if her finger shows 
up in the photo. However, her use of Be My AI still involves a lot 
of exploration and improvisation, 

“It really depends on what it is and what I’m trying to 
get, the piece of information. There are times I asked 
very specific questions like ‘are the leaves brown on this 
plant?’ The other day I asked it ‘do these plants look 
healthy?’” 

While others have shown similar exploration and prompting strate-
gies [4, 6, 45], here we find that even with greater familiarity, she 
remained uncertain about whether her understanding would be 
accurate in the future, given her sense that the models were chang-
ing almost daily alongside the information she wanted to explore 
(the state of her plant). Given this varying and evolving nature 
of outputs, participants often described combining results from 
multiple models to complement one another. As P11 said, 

“[Picture Smart AI] usually gives you 2 choices. I’m 
not choosing which one to use, but they give different 
results. Sometimes Claude tends to be more general, and 
ChatGPT tends to be more detailed.” 

We observed several similar cases of ongoing reasoning about 
model and output in the transcripts we analyzed. In one case, our 
member researcher kept checking his understanding and Be My AI’s 
reliability when he asked the application to describe a radiator panel. 
He turned on/off the buttons on the panels several times, and kept 
modifying his prompts to see if Be My AI could capture the change 
and if it was consistent in outputs. However, later when he checked 
with his partner, he realized that Be My AI kept providing details 
that did not match the actual scene (e.g., stating the power button 
was green when it had no light). This moment became a “turning 
point” for him. He found that he could not “100% trust the result.” As 
this example shows, reasoning about models and their output was 
inherently part of using GenAI tools. This process extends beyond 
just one tool, individual, or interaction. Similar to our member 
researcher, participants leveraged all available resources, including 
AI-powered tools, access applications, and human assistance as 
part of grappling with uncertainty brought by model opacity and 
constant change. They iteratively explored model capabilities and 
updated their understandings of information and tools through 
situated uses within particular social and material contexts. 

4.3 Acknowledging and Exploring Information 
Subjectivity 

Beyond errors and the perceived incompleteness of information, 
participants recognized subjectivity as an indispensable aspect of 
information acquisition. They did not describe their goal as seek-
ing a single ‘correct’ interpretation as often implied in the process 
of verification [6, 45, 58] and the concept of (in)accuracy (as seen 
in decades of efforts to classify visual needs and train end-to-end 
models accordingly [21, 150]). Instead, they moved between vari-
ous AI models and human sources to deepen their understanding, 
whether by making information structures clearer, seeking verifi-
cation on specific details, or comparing opinions (e.g., on visual 
aesthetics). That is, participants saw GenAI tools as one of many 
sources of interpretation they could draw on to build a more com-
plete understanding during their process of information access. As 
P5 noted, “everyone interprets information differently, and AI simply 
adds another layer of interpretation.” 

One way participants embraced subjectivity is evident in their 
exploration of different prompting strategies that solicit multiple 
perspectives and ways of thinking about information. For exam-
ple, they typically refined their grasp of visual-spatial concepts by 
following up general prompts to GenAI tools (e.g., “explain Ameri-
can football to a blind person”) with requests for comparisons and 
additional details about concepts and objects. They explored di-
verse prompting strategies that allowed them to use their embodied 
knowledge (e.g., “draw a baby”), perform analogical reasoning (e.g., 
comparing Persian cats vs. Siamese cats), make spatial inferences 
(e.g., asking for neighboring states of a state), or tap into their 
broader social understanding (e.g., learned about buoyant colors 
like neon colors by asking what clothing people wear for music 
events). These strategies demonstrate how they anticipated and 
leveraged the subjectivity of information, exploring various per-
spectives and interpretations generated by GenAI tools. 

However, not all instances of subjectivity are desirable, making 
contending with subjectivity a routine experience for access. Par-
ticipants cited the “cheesy” descriptions AI tools generated, such as 
always describing a room as “beautiful” or a sofa as “cozy” regard-
less of the actual scene or object in question (P7, P9, P10, P11, P12, 
P14, P16). P16 provided an example, “when I was outside, walking in 
my backyard, sometimes it describes things as lush and breathtaking. 
They might not be all that incredible.” While the partiality in this 
example might be perceived as obvious, other instances are more 
subtle and difficult to detect. For example, ordinary clothing in one 
culture might be perceived as costume-like in another (P12). As 
a result, participants raised concerns that the partiality of infor-
mation creates perpetual uncertainty with using GenAI for access, 
particularly when the information carries criticality. As P9 said, 
“what happens if [GenAI tool] influence the way I vote?” 

While sighted people are often treated as robust for verification 
[6, 47, 95, 151], participants explained that contending with subjec-
tivity also extends to information provided by humans, echoing the 
subjectivity of “seeing” reported by one participant in [6]. Some told 
us that few sighted people are good at describing visuals to blind 
people if they are not familiar with blindness, because sighted peo-
ple tend to focus on what visually stands out to them and lack order 
in descriptions (P1, P5, P6). P5 found descriptions sighted people 
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provided often confusing because they overly focused on precision: 
“if the room is not a perfect square, they would say ‘it’s an oval-like 
square room,’ to what extent it’s oval, to what extent it’s square.” Even 
when asking for information from close ties (e.g., one’s partner or 
parent), they may follow different styles in descriptions, such as 
being minimalist, detailed, interjecting strong opinions, or includ-
ing details unnecessary to the request like colors (P6, P10, P13, P19, 
P20). Subjectivity even existed in explanations provided by trained 
professionals such as Aira agents. P19 recounted a post he found 
online to highlight the subjectivity inherent in human perception, 
“The Aira agent agreed that the AI’s description was correct, but it 
turned out to be misleading when I shared it on my group. The AI had 
described a person’s hands as being on a braille book, but it looked 
more like a sheet of candy buttons.” In this case, a trained Aira agent 
and an AI tool may “agree” on an interpretation and yet that inter-
pretation will still be partial, calling into question what constitutes 
verification and correctness. 

Given the inherent subjectivity in information access among AI 
and humans, participants described intentionally choosing certain 
sources according to perceived strengths. On the whole, participants 
typically found value in GenAI tools’ consistent comprehensive 
descriptions, which usually follow a systematic top-to-bottom, left-
to-right approach (P1, P18) and setting a framework first (P5)2 . This 
systematic approach allowed participants to have greater access 
to incidental information, e.g., unexpected elements on webpages 
like logos (P13). Participants explained that GenAI tools could even 
capture visual nuances often overlooked by sighted individuals, 
such as a small taint on a wall, and a blurred, small bird in a photo 
of an airplane (P6, P16). Based on reasoning about different expertise 
of AI and humans, P15 described a hybrid approach to have more 
control over his access, 

“Be My AI drastically cut down the amount that I’ve 
had to call a volunteer to help me...I can just have my 
VoiceOver describe everything for me, and it’ll speak it 
much faster than a human. It’ll be very unbiased. It’ll 
usually be pretty descriptive. Then I guess you could ask 
a more specific question to the volunteer.” 

As seen from this quote, Be My AI was perceived as “unbiased” 
because it followed a consistent method of description, making it 
more standardized and predictable than human assistance, even 
though its descriptions are still shaped by design choices and data. 

Participants also described intentionally choosing specific peo-
ple as information sources according to their relationships and 
backgrounds (P1, P3, P4, P12). For instance, P12 would strategically 
choose information sources based on their expertise, asking her 
mother about color, her father about automobiles, and her artist 
friend for arts, as she is familiar with each person’s unique strengths 
in describing and explaining visual-spatial information. In some in-
stances, participants intentionally looked for opinions from certain 
people, such as advice on fashion and home decorations (P4, P6, 
P12, P20). P3 further illustrated the situated and relational nature of 
understanding that close social contacts can bring to information 
access. He compared how his sister and ChatGPT might explain 
animal size to him using known frames of reference, 

2See Adnin and Das’s work for examples of GPT-generated visual descriptions [4]. 

“My cousin has a pet pig that is like 140 pounds. And 
so she might say it’s like 4 times the size of the pig. Or 
if it’s something smaller she might compare it to the 
cat that we grew up with. We have the same frames 
of reference that ChatGPT couldn’t have...The only cat 
that I interacted with and that I actually touched, that’s 
basically just my cat. ChatGPT will interpret an average 
cat to be an actual average cat, whereas I don’t really 
have that in my brain.” 

“Average” and “size” proved to be elusive concepts for the partici-
pant, as the understanding of both concepts was deeply influenced 
by individual experiences. Only people who were intimately fa-
miliar with him, like his sister, could comprehend these concepts 
in a way that aligns with his thinking. Not only did they share 
common knowledge, but the participant’s sister was also aware 
of the nuances of his blindness (“she knows what I can see”) and 
needs (“what I want out of the question”). In this example, the way 
his sister explained the concepts was deeply subjective, as it was 
influenced by both of their experiences and relationships, yet it 
offered an ideal perspective that he could easily use to build his own 
understanding. However, such an intimate understanding is born 
from years of shared experiences and cannot be easily replicated. 

This subjective nature of information, especially when com-
plicated by the mediation of AI or human assistance of varying 
qualities, underpins participants’ experience with everyday uncer-
tainty in access. Due to this assumed subjectivity in information, 
the way participants shifted between human and AI tools to access 
information and manage uncertainty goes beyond the typical focus 
on verification, as often discussed in the literature [4, 6, 45, 58] and 
media [47, 95]. Instead, they accepted and adapted to the subjective 
nature of information, synthesizing insights from diverse sources 
and perspectives, teasing out the parts they found useful, and build-
ing their own understanding. Additionally, as we will show next, 
even when it is with participants’ close ties, an ideal interpretation 
is not always easy to have because of politics around access. 

4.4 Anticipating the Politics Around 
Information Access 

Not only did participants experience uncertainty due to the error-
prone, incomplete, and subjective nature of information access, 
they also confronted politics of access that further contributed to 
the lived experience of everyday uncertainty. This included not 
knowing whether GenAI models and applications would respond 
to their requests, or how they might respond, as well as grappling 
with the costs and tradeoffs of moving between AI systems and 
humans for access. 

The most evident way in which GenAI models wield power over 
access and create uncertainty is through the use of ‘guardrails’ 
built into applications — the programmed limitations on the types 
of questions applications will answer and the kind of responses 
they provide. While designed to avoid doing harms to user values, 
societal norms, and company interests, the restrictive nature of 
guardrails complicated the ongoing working out of uncertainty 
blind people experienced, and such experiences with guardrails 
made them question whether GenAI applications can truly serve 
blind people. For example, some participants observed GenAI tools 
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trying to avoid making judgments such as on race and gender (P6, 
P14, P18). P14 found the AI applications she used “seems to have 
backed off on guessing gender even, or ethnicity,” and she could only 
“guess who’s in the picture.” P18 noted his concerns about how these 
guardrails restricted his access, 

“It tries to keep itself out of trouble, but it does come up 
with a certain way of filtering the world just because 
they’re trying to make it as least offensive as possible. 
Sometimes you just have to prompt in a certain way to 
get around the filters that are put in place.” 

For him, the focus on “identity politics” could overshadow the more 
pressing issue of inclusivity and access, 

“Could we make the arguments in terms of all human-
ity? Not fighting for the assertion of a supposed blind 
identity, which should really be a small part of who you 
are. It’s difficult to come up with real-world results that 
include all of us when you’re arguing for only your own 
identity.” 

Others described cases where their access requests were denied 
due to unexpected guardrails. This occurred, for example, when 
participants requested details about photos of a shooting incident, 
male body parts, or privacy-sensitive scenarios (e.g., bathrooms), 
which AI might deem inappropriate (P6, P10, P12). P10 stated, 

“That bothers me because I don’t know if I want to see 
it, but I know that everybody else in my world can see 
it. So why can’t I have that described to me? I feel like 
we’re limited on what we can see because of what it’s 
allowed to tell us, and I think that’s not right.” 

These quotes surface the challenges in negotiating the politics 
around different values and norms around access. As P6 pointed 
out, “there’s been a debate in the blindness community about facial 
descriptions. There are places where it’s not allowed for AI to process 
faces, and at the same time, that’s a valuable piece of information for 
a blind person. How do you balance?” As yet another example, P18 
provided a case in which Be My AI initially refused to describe a 
bathroom but provided the information when prompted for safety 
concerns about bumps on the ground in the bathroom. The uncer-
tainty brought by the political nature of information access is salient 
in these examples, with what is a ‘sanctioned’ request for access 
constantly changing as social norms, guardrail implementation, 
and underlying models evolve. 

The political nature of access also manifests in participants’ 
contending with societal biases in AI models and outputs [4, 44, 91]. 
While participants were often unsurprised by such biases, these 
encounters could disrupt their access experiences and introduce 
uncertainty about how well GenAI tools could meet their needs. 
For example, P10 was frustrated by one interaction with ChatGPT 
in which the system responded “I’m sorry” when she disclosed her 
blindness to the application.3 P1 found that ChatGPT exhibited 
bias in frequently using “touch” and tactile cues in explanations, 
neglecting other descriptive modalities and strategies he might 
prefer. 

3Chancey Fleet reported a similar response from GenAI models in a recent talk [37]. 
She mentioned that she closed the application after Microsoft CoPilot responded “Sorry 
to hear that you’re blind” to her prompt about blindness. 

The politics of information access becomes even more compli-
cated when participants negotiated the trade-offs between AI sys-
tems and humans; both sources were perceived as having certain 
advantages (as acknowledged in participants’ triangulation of differ-
ent information sources for their understanding), while both entail 
cognitive, social, and emotional costs. The challenges in tradeoffs 
were obvious in participants’ hesitation to use the volunteer option 
within the Be My AI application even if they were aware of the 
feature [95]. While many appreciate human assistance, participants 
typically expressed concerns about the variance of assistance qual-
ity [84] and the socio-cognitive demands involved in the transition 
from a GenAI model to a random person, especially after investing 
time and efforts into using AI (P7, P11). Others noted pervasive bias 
or anxiety sighted people have in helping blind people (P13, P20). 
For instance, P13 told us sometimes people assume she cannot do 
things due to age-related stereotypes (e.g., describing everything 
when she asked for “even the slightest amount of information” ). As a 
result, many participants only considered online human assistance 
services when the benefit is clear, such as efficiently finding a spe-
cific piece of information over a large space (P5, P6, P8, P15, P16, 
P17, P18, P20). 

The trade-offs between using AI versus human assistance in so-
cial contexts became more complicated and nuanced when consid-
ering the emergent situation and individuals involved. For example, 
P11 noted her concerns in using AI for access in group settings, “I 
would feel weird if I was in a group of people. And I was like talking 
to my phone saying ‘Hey, what kind of drink is this?’ People around 
me might be like, well, ‘I could just tell you.” Because of these social 
concerns, she tended to reserve more casual or enjoyable tasks for 
human assistance (e.g., aesthetics or general descriptions) while 
using AI for structural or detailed information, such as when asking 
about a quilt with complex patterns. We observed similar efforts in 
making AI a natural participant in a social setting. P16 shared an 
example where she used Be My AI as a conversation starter around 
her access needs when talking about a painting, 

“They [her colleagues and friends] were trying to inter-
pret an artist’s rendering of some people, and their facial 
expressions. I thought to myself, ‘wow, everybody’s talk-
ing about this, and I have no idea what it is.’ So I took 
out my Be My AI. And then, I got their attention and 
said, ‘Hey, guys, look at this! What do you think?’ They 
were impressed because the description didn’t really 
give anything away. And then I could be in the conver-
sation. It’s just a nice dinner conversation we were all 
having. ” 

Several transcripts we analyzed captured such exploratory, collabo-
rative interactions in real-time, everyday settings (e.g., discussing 
flowers during gardening or local bridges while traveling with a 
partner, creating cocktail recipes at a party). In these interactions, 
the researcher described being able to contribute to their shared 
goal in more meaningful ways by having a GenAI tool at his fin-
gertips (e.g., to understand a gardening process or the bridge in 
question) while his partner focused on other aspects of the task 
(e.g., performing manual aspects of a gardening task or driving). 
As he reflected, “when my wife was helping me, making that rose-
mary syrup, she was following my instructions because I knew all the 
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steps, because I asked GPT to summarize it in my way of understand-
ing.” In these instances, the availability of GenAI tools shifted the 
power dynamics of what each person contributed to a collaborative 
task, making the researcher feel “more engaged and involved in the 
conversations.” As seen from these scenarios, a satisfying access 
experience with GenAI tools involved constant sensitivity to the 
emerging power relationships and dynamics regarding who and 
how to contribute to access, particularly in interactions involving 
unfamiliar individuals. While influenced by personal relationships, 
such dynamics are tied to broader politics of information accessi-
bility, including the structural challenges of making information 
accessible in the first place. 

5 Discussion 
Across HCI scholarship and beyond, there has been an insurgence 
of research aiming to understand how people interact with, inter-
pret, and navigate the capabilities of GenAI models and applica-
tions [63, 141, 149]. Related accessibility research similarly focused 
on the usability or accessibility of GenAI tools [4] and the capa-
bilities and limitations of various models for specific tasks or use 
cases [43, 44, 59, 83, 135]. Others have focused on the types of 
errors and biases blind people experience with AI tools and verifi-
cation strategies [6, 45, 58]. Expanding on prior work, we introduce 
the concept of everyday uncertainty to conceptualize the situated, 
ongoing working out of understandings in the context of the error-
prone, incomplete, subjective, and political nature of information 
access, whether achieved through human or AI-powered support. 
Our analysis expands beyond uncertainty as a quantitative metric 
and theorizes uncertainty as an everyday mindset that blind people 
living in a world dominated by sighted-first thinking and inaccessi-
ble information contend with on a daily basis. We now discuss the 
conceptual and practical implications of everyday uncertainty for 
accessible computing and HCI more broadly. 

5.1 Uncertainty as a Situated, Ongoing, 
Life-long Process in an Ableist World 

While our analysis focuses on the case of blindness and uncer-
tainty, especially when accessing primarily visual-spatial infor-
mation, the concept of everyday uncertainty can help understand 
AI-augmented information access for PWD more broadly and their 
situated, ongoing, and life-long working out of uncertainty in an 
ableist world. As a day-to-day experience, uncertainty can be under-
stood as an ontological reality of disability, as is evidenced in d/Deaf 
signers’ life-long experience of understanding different signing 
styles of varying quality, including machine translations [29, 147]; 
autistic people’s constant balancing between the cost of “unmask-
ing” and “masking” when taking communication advice, including 
AI-generated ones [62]; and negotiated use of assistive technolo-
gies out of social, environmental, and technical considerations com-
monly observed with PWD, such as real-time captioning tools [93] 
and spellcheckers [139]. By reframing uncertainty as an inherent 
and routine part of PWD’s lived experience with access, we connect 
scholarship on uncertainty, accessibility, and AI/ML, contributing 
to the critical discussion of how uncertainty should be addressed 
across these domains [119]. 

Viewing uncertainty as a situated, ongoing, and life-long pro-
cess for PWD calls into question the focus on precision-oriented 
goals, such as accuracy and mitigating bias, and discrete tasks 
and evaluation metrics that pervade HCI, accessibility, and AI/ML 
scholarship. The concept of everyday uncertainty shifts analytic 
attention beyond quantifying, reducing, and communicating un-
certainty toward the socially and materially situated process of 
working through uncertainty. While recent work considers the lim-
its of one-size-fits-all approaches to accessibility tasks like alt-text 
creation [121], our analysis shows that information access is a far 
more contextualized and adaptive process. Information access was 
not only situated in one’s environment, where people could readily 
draw on knowledge of familiar objects and context cues; the process 
was also shaped by the availability of various tools, accessibility of 
artifacts, human support, broader sociomaterial contexts, and the 
nature of information being questioned — all of which are inher-
ently non-deterministic, changing, connected, and characterized 
by pervasive imperfections. 

Due to these complexities, information access could result in a 
sense of ‘ontological uncertainty,’ as seen in participants’ assump-
tions about ableism and imperfections rooted in models and human 
assistance, as well as their readiness to adjust to the politics around 
access. Consequently, rather than expecting a definite correct an-
swer, participants typically aimed for a ‘good enough’ result that 
met their minimum requirements for understanding at that moment, 
with what constitutes “good enough” varying across task types (fo-
cused questions vs. exploring concepts), purposes of understanding 
(syntax vs. semantics of a document), temporal constraints, criti-
cality (e.g., real-world outcomes such as safety and recoverability), 
and associated cost (e.g., time, cognitive demands, social norms). 
Additionally, they accepted and held onto some uncertainty for the 
future, making space for refined understanding in the future (e.g., 
as seen in our member researcher’s reasoning about roof elements). 

As such, rather than seeking a single truth as implied by ground-
truth labels [21, 150], participants’ approach to information access 
emphasized plurality (recognizing different ways of knowing), skep-
ticism (acknowledging potential inaccuracy, incompleteness, and 
bias), dissent (actively seeking alternative perspectives), and hu-
mility (accepting ignorance). These practices echo the principles 
of virtue epistemology, which shifts the epistemological emphasis 
from the qualities of knowledge to the knower, prioritizing the 
intellectual virtues important to acquiring, maintaining, and ap-
plying knowledge over time [131]. In the following section, we 
explore how future research and AI applications for accessibility 
can take action based on these insights and the concept of everyday 
uncertainty to foster further advancements. 

5.2 Implications of Everyday Uncertainty 
In response to calls to a more critical and broad treatment of un-
certainty [113, 119], we identify three key areas in which everyday 
uncertainty can advance research on AI for accessibility. 

5.2.1 Beyond the Focus on Error and Bias. The concept of every-
day uncertainty encourages critical reflection on how uncertainty 
should be managed in GenAI models, and from whose perspec-
tives. Accessibility research often associates AI limitations with 



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Xinru Tang, Ali Abdolrahmani, Darren Gergle, and Anne Marie Piper 

ground-truth labels [21, 49, 50, 73, 116, 128, 150], model halluci-
nations [4, 6, 44], and biased outputs [41, 91]. Yet, recent studies 
show that blind people’s rating of AI-generated descriptions go 
beyond a binary classification of “correct” versus “incorrect”, espe-
cially when they could infer useful information from the erroneous 
output [45] or have contextual information to help with reasoning 
[6]. As disability activist John Lee Clark once recounted a “biased” 
yet “best” interpreter he worked with, “you don’t want his big-
otry, but you want his talent for not thinking twice...the problem 
isn’t accuracy, per se, but whose accuracy” [65]. Our findings ex-
tend these prior accounts, suggesting that errors and biases are 
inherent to information access. Participants in our study treated all 
information, particularly visual-spatial description, as subjective. 
Given this, they triangulated across accounts from AI models, web 
resources, and people with different expertise, knowing that any 
one perspective is incomplete and their understanding is subject to 
revision over time. 

To center PWD’s perspectives in addressing uncertainty, we rec-
ommend that future accessibility research shift its focus from model 
prediction and control to supporting users in continuous engage-
ment and reasoning. This approach aligns with the established tra-
dition of sense-making and CSCW research, such as user-centered 
misinformation interventions [54]. In other words, greater certainty 
can come from ongoing practice, reflection, and communication, 
rather than being solely reliant on rigid prediction and control by 
specific models. 

Consider the development pipeline of GenAI assistive tools. A 
practice-oriented approach would involve training different mod-
els across diverse benchmarks and data sources, including those 
that may offer “biased” perspectives [46]. Ultimately, users should 
have the ability to triangulate information from various sources 
and viewpoints. The integration of multiple models in tools like 
Picture Smart AI in JAWS represents a step forward, but current 
GenAI applications still limit blind users’ ability to effectively com-
pare outputs from different models and human support. Similar 
to participants seeking information from sources with different 
expertise, enhanced features could support requests for descrip-
tions of elements in images or concepts in documents, comparing 
consistency and difference among outputs generated from mul-
tiple models [48], diverse cultural and linguistic sources [10], as 
well as viewpoints taking different perspectives [107]. Additionally, 
tools could be designed to help users cultivate epistemic virtues 
over time, such as framing model outputs in ways that encourage 
skepticism [92]. While demanding further investigation, similar 
approaches could be applied to enhance other assistive systems, 
such as sparking skepticism and supporting cross-referencing in 
sign language translation systems [22] and communication advice 
tools for autistic individuals [62]. 

5.2.2 Recontextualizing Task Design and Evaluation. The concept 
of everyday uncertainty also broadens the design and evaluation 
space of GenAI tools for accessibility. Accessibility research has a 
long history of classifying blind people’s visual needs [21, 45], often 
framing accessibility tasks as de-contextualized, isolated, and time-
bounded activities. Typical examples in the context of blindness 
include image or scene descriptions [24, 45, 92, 143, 152] and object 

recognition [49, 67, 100, 116, 128, 130], with a tendency to empha-
size end-to-end solutions. This siloed approach, however, stands 
in contrast to the many situated use cases our findings uncovered, 
such as expanding on web search using keywords extracted from 
AI output, using AI-generated outlines to locate places of interests 
during reading, and cross-referencing visual descriptions when 
interpretation, rather than verification, is the goal. A similar gap 
between discrete research tasks and nuanced user practices was 
reflected in other accessibility contexts, such as the typical focus on 
end-to-end sign language systems [22] compared to the wide range 
of communication methods d/Deaf signers piece together [138]. 

As a discipline, accessibility research must rethink the design 
and evaluation of accessibility tasks such that they better preserve 
the complexity of real-world usage, actual workflows, and broader 
information spaces in which PWD use GenAI tools or features. 
A crucial next step is to evaluate GenAI models and design tools 
in naturalistic, real-world scenarios. For example, consider how 
participants extracted keywords from GenAI responses to facilitate 
web search. Evaluations should be conducted within users’ actual 
search flows, ensuring that other information tools, like search 
engines, are easily available. Similarly, design should consider the 
user’s entire workspace. For instance, to optimize the search ex-
perience, tools could help users quickly identify named entities in 
AI responses and link them directly to relevant web search results 
(e.g., see recent work on interactive LLMs as potential examples 
[64, 124]). A thoughtful design process must also consider the po-
litical and social dynamics of real-world use. For example, model 
errors that could cause social embarrassment should be addressed 
as a priority [2]. This calls for long-term studies that explore how 
GenAI tools operate within broader societal contexts and affect 
users’ experiences over time. 

To truly embrace interconnectedness, developers should treat 
all access opportunities equally as key parts of users’ access experi-
ences. For instance, previous research often aimed to differentiate 
use cases for AI versus human assistance, with varying findings 
over which is more robust and ‘unbiased’ [45, 151]. However, our 
participants’ frequent shift between different information sources 
suggests that the boundary between human and AI-powered ac-
cess is not always clear-cut. To help users integrate information 
from diverse sources, future research should explore strategies to 
streamline the transitions between different information sources. 
For example, rather than requiring users to initiate a separate call 
after using AI, as is the case in the current version of Be My AI [95], 
Aira Access AI offers a promising alternative by allowing users to 
share their conversation history with AI to human agents for quick 
additional descriptions [47]. Enabling users to call on AI agents 
during live interactions with human agents could be another way 
to enhance the experience. 

5.2.3 Mitigating Uncertainty at Its Core. The concept of everyday 
uncertainty further encourages structural efforts to mitigate un-
certainty. Disability activist Mia Mingus coined “access intimacy” 
[98] to describe the ideal access to her: “access intimacy is that 
elusive, hard to describe feeling when someone else ‘gets’ your ac-
cess needs.” However, this ideal is difficult to achieve as uncertainty 
pervades nearly all aspects of access – AI models, documents, ta-
bles, visuals, web pages, and human interactions alike, manifesting 
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as an everyday, affective, embodied, irrational experience. Mitigat-
ing this deep feeling of uncertainty demands long-term, systemic, 
and infrastructural change to build a foundation for public trust 
among PWD. As Knowles et al. noted, the deep distrust in comput-
ing systems among marginalized communities often arises from a 
shared experience of betrayal in a world not designed with them in 
mind [75]. 

Bringing in the political dimension of uncertainty could be the 
first step towards structural efforts, as resonated in the growing call 
for “studying up” in AI research communities — focusing on the 
broader structural influences on AI rather than just on statistical 
de-biasing methods [11, 94]. A key direction for future work would 
be to explore how guardrails are constructed within AI models and 
how they may affect access. Several cases in our findings show that 
biases are embedded through guardrails that carry assumptions 
of who is using the system and how, which completely restrict 
access to certain information (e.g., refusing to describe a bathroom). 
While some of these tensions surfaced in prior research on visual 
descriptions [16, 53] and privacy concerns around camera-based 
assistive technologies [5], it remains unclear how practitioners nav-
igate the tradeoffs and make decisions regarding these tensions. 
Similar challenges may arise across various disabilities, including 
neurodiversity [62] and d/Deafness [102], where communities have 
long debated appropriate ways to gain access. Understanding these 
nuanced challenges could be a crucial step in developing a more 
negotiable framework to address uncertainty in access. For exam-
ple, negotiating visual access needs with bystanders in family or 
workplace settings may be possible. 

Further, to drive systemic change, it is crucial to adopt a gov-
ernance perspective in building foundational trust in AI-powered 
access technologies [76]. While policies have long been central to 
promoting accessibility, policymaking research has received less at-
tention in accessibility studies compared to technological solutions 
[127]. Mitigating uncertainty at its core requires the development 
of robust regulatory frameworks [87], ensuring active participation 
of PWD in agenda-setting [30] and in the development of founda-
tional models [125]. For designers and practitioners, this offers an 
opportunity to consider policy implications or collaborate with pol-
icymakers on how uncertainty should be represented throughout 
the process and to consider the types of information and involve-
ment PWD may need to reduce uncertainty in access. For example, 
besides dataset quality and model accuracy as often discussed in 
research [6, 69], blind users may seek transparency about who is 
represented in training data [46], what standards are followed in 
visual descriptions, and who is responsible for the information 
provided by tools like visual description applications. Although 
influencing policy is a complex task, incorporating a policy per-
spective into accessibility research could serve as an important first 
step [145]. 

6 Conclusion 
We present a qualitative study based on semi-structured interviews 
with 20 blind screen reader users to understand their practices with 
GenAI tools. We introduce the concept of everyday uncertainty to 
articulate the core experience of blind people’s use of GenAI tools 

for access, reframing uncertainty as a situated, ongoing, and life-
long process. Drawing on the concept of everyday uncertainty, we 
articulate future directions to advance AI research for accessibility. 
We call to go beyond precision-focused objectives like accuracy 
and bias mitigation, addressing the limitations of model-specific 
approaches to design and evaluation of AI, and developing strategies 
to mitigate uncertainty at its core. 
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