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Abstract

While sign language translation systems promise to enhance deaf
people’s access to information and communication, they have been
met with strong skepticism from deaf communities due to risks of
misrepresenting and oversimplifying the richness of signed commu-
nication in technologies. This article provides empirical evidence
of the complexity of translation work involved in deaf communi-
cation through interviews with 13 deaf Chinese content creators
who actively produce and share sign language content on video
sharing platforms with both deaf and hearing audiences. By study-
ing this unique group of content creators, our findings highlight
the nuances of sign language translation, showing how deaf cre-
ators create content with multilingualism and multiculturalism in
mind, support meaning making across languages and cultures, and
navigate politics involved in their translation work. Grounded in
these deaf-led translation practices, we draw on the sociolinguistic
concept of (trans)languaging to re-conceptualize and reimagine the
design of sign language translation systems.
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1 Introduction

At its 2025 1/O event, Google introduced SignGemma, a forthcom-
ing artificial intelligence (AI) model designed to translate American
Sign Language (ASL) into English text [47]. Google’s advances
are preceded by a long history of work on this topic. Since the
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1980s, when gestural interfaces and video-based techniques be-
gan to emerge, large tech companies [5, 24, 32, 125], start-ups [92,
103, 104], and research laboratories [12, 98, 107, 108, 134] have
introduced numerous sign language technologies, often with the
promise of automatic translation between signed language and writ-
ten/spoken language. While such innovations frequently attract
media attention and funding [4, 21, 90, 123], sign language trans-
lation technologies have faced sharp scrutiny within deaf! com-
munities [3, 4, 26, 27, 37, 78]. For example, for years, a prominent
online deaf community has banned all posts proposing technology
ideas intended to “help” deaf people, citing a fundamental lack of
understanding of deaf communities as a key concern [100].

Beneath this divide lies a decades-long history of adoption and
resistance within deaf communities regarding how sign languages
are represented and translated through technologies. As one of the
largest linguistic minorities [86], deaf sign language users have long
been at the center of communication and language technology inno-
vations, as seen in developments ranging from video relay services
mediated by human interpreters [14, 39, 105], to automatic sign lan-
guage translation systems [10], and animated signing avatars [124].
Young et al. refer to ‘the translated deaf self” to emphasize deaf
signers’ “lifelong experiences of being encountered by others and
inter-subjectively known in a translated form” [133]. While they
used the concept primarily to highlight the mediated role of in-
terpreters in deaf-hearing communication [133], deaf people ex-
perience translation? more broadly in their daily communication
— such as when they sign concepts from spoken languages and
hearing cultures [53, 55], or sign with assistive tools like caption-
ing [20, 55, 120].

The complex forms of translation experienced by deaf people of-
ten pose challenges to technology design, leading to oversimplified
representations of signed communication and eliciting strong push-
back from deaf communities (3, 4, 26, 27, 37, 78]. A well-known ex-
ample is sign language gloves. Although they marked an important
advancement in sign language technology by translating gestures
into English characters, they have been criticized for neglecting

'We use ‘deaf’ to refer to deaf sign language users encompassing all levels of signing
literacy. Deaf communities in the U.S. often capitalize the ‘D’ in deaf to emphasize a
cultural identity. We do not differentiate between Deaf and deaf in this study, as this
distinction is increasingly contested within deaf studies [68]. We use deaf throughout
to acknowledge the fluidity of identity and to recognize that access to deaf cultural
resources itself can be a form of privilege. We use ‘deaf and hard-of-hearing’ (DHH) to
encompass the broader population with hearing disabilities, including those who do not
use sign languages. We also use DHH when our cited references use the terminology.
%In the context of spoken/written language, translation typically involves converting
written text, while interpretation typically refers to converting spoken words from
one language to another. We use the term translation throughout to broadly include
the various forms of language and media mediation in deaf communication, both
asynchronous and synchronous.
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essential grammatical elements, such as facial expressions and body
movements [37, 78]. These prevalent misrepresentations of sign
languages have fostered skepticism within deaf communities to-
wards emerging technologies that claim to support sign languages,
even for technologies that support more visual and embodied inter-
actions such as signing avatars or sign language models capable of
processing visual data [3, 4, 27, 117, 124]. Deaf and hard-of-hearing
(DHH) scholars [27, 32], and the broader DHH communities, have
revealed wide concerns over sign language translation technolo-
gies, including cultural appropriation, linguistic misrepresentation,
and erosion of linguistic rights [117]. Growing concerns have been
raised that the push for sign language AI could undermine deaf
communities’ hard-won linguistic rights if such systems become
the norm [27, 117], especially considering that these systems are of-
ten benchmarked against human interpreters even as the quality of
human interpreting is often questioned [33]. Furthermore, a recent
survey with 35 machine learning experts shows that misconcep-
tions still persist even among those with sign language processing
experience [62]. Together, this growing body of evidence points to
the need for a more comprehensive understanding of sign language
and its translation.

To further understand the complexities of translation involved
in deaf communication and expand how sign language could be
translated and represented through technologies, we turn to a grow-
ing sign language space cultivated by deaf people themselves: on-
line sign language content created by Chinese deaf content cre-
ators [17, 112]. We view their work as involving both content cre-
ation and translation, using the two terms together as they are inex-
tricably linked and co-constitutive. On one hand, as content creators,
they have translated a wide range of content for diverse audiences
(both DHH and hearing), including news, professional knowledge,
and cultural knowledge [79, 112]. Yet, even when their content is
not explicitly created for translation, translation often remains an
integral part of their work due to the inherently cross-lingual and
cross-cultural nature of deaf communication [17, 79, 112]. These
diverse and nuanced forms of translation reflect the creators’ mul-
tilingual expertise and the extensive labor involved in developing a
minoritized language and community-based knowledge. As such,
their work offers a fertile ground for understanding sign language
translation across contexts.

Drawing on interviews with 13 Chinese deaf online content
creators, we uncover the complex translation work participants
performed - work that is not only linguistic, but also deeply cul-
tural and political. Instead of turning Chinese? into Chinese Sign
Languages (CSL) or vice versa, we observed that they mixed a range
of languages and communication elements in videos to bridge
diverse languages and cultures across deaf and hearing individ-
uals. The multimodal nature of video enabled them to practice
language as a living activity through signing, speech, captions,
and images, weaving together this rich repertoire of linguistic, vi-
sual, and cultural resources for communication. These practices
transcend traditional notions of translation, reflecting what (so-
cio)linguists call (trans)languaging or the blending of languages and

3We use ‘Chinese’ to refer to both the written and spoken forms, while noting that
participants used Mandarin as the spoken form in their videos. Mandarin is the official
and most widely spoken variety of Chinese in China, which also has a standardized
writing system.
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other communicative resources, thus blurring the boundaries be-
tween languages and between linguistic and non-linguistic systems
[29, 52, 71, 77, 122]. Yet, these interlingual and cultural flexibilities
also give rise to a need to navigate the politics embedded in such
multiplicity of languages and cultures.

This work makes the following contributions to the HCI and
accessible computing literature. First, our study extends prior ac-
counts of sign language translation by centering translation work
and practices among Chinese deaf online content creators. China
presents a complex landscape for sign language communication
and translation as it lacks a standardized national sign language and
has diverse sign language variants [73, 81]. Second, our analysis
offers a critical perspective on translation in deaf communication.
We draw on the concept of languaging from linguistics, calling at-
tention to the broad communication space in which sign language
translation takes place, as well as the complex politics involved
in navigating the multiplicity of languages and cultures. Third,
we conclude with recommendations for how future work on sign
language technologies can move beyond the goal of turning sign
languages to written/spoken languages (or vice versa), supporting
the diverse multilingual and multicultural communication practices
within deaf communities, and the thriving of sign language itself.

2 Deaf Communication and Sign Languages

Before focusing on CSL, we briefly review the complexities of deaf
communication and sign languages to provide essential context for
understanding sign language and deaf communication in general.
Deaf communication is a multifaceted system that is character-
ized by multilingualism, multimodality, and multiculturalism. Each
deaf person draws on a distinct mix of languages (e.g., English and
ASL), communication modes (e.g., gaze, lip-reading, gestures, body
orientations and movements, and assistive tools like captioning),
and cultural frameworks (e.g., expressing math concepts originally
coined in English through ASL), depending on their communication
partners and personal preferences [20, 55, 67, 120]. The National
Deaf Center in the U.S. charactizes this diversity of deaf commu-
nication by stating that “There’s no one way to be deaf, and deaf
people communicate in all kinds of ways — both with each other
and with hearing people” [89]

A key source of complexity in deaf communication lies in sign
language itself [10]. Sign languages have independent vocabularies,
grammars, and syntactic structures that are fundamentally distinct
from written/spoken languages [30]. Sign languages rely on visual-
spatial elements, including facial expressions, body movement, and
locations of signs, to convey meaning. Signers use space around
their bodies and sign in non-linear structures instead of using words
in linear orders as in spoken/written languages. Consequently, from
a cultural perspective, deaf people often identify as part of a lin-
guistic and cultural minority [93].

Sign languages have rich national and regional variations. Kusters
et al. noted that the naming of sign languages is inherently political;
if every regional and urban variety was given a distinct name, In-
donesia alone would have more than 500 named sign languages [69].
Furthermore, sign language exhibits rich variation due to frequent
language contact, a common phenomenon in minority languages,
where interactions between different languages (including variants)
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lead to language switching or even new languages [69]. Some lin-
guists have thus described sign language as a “continuum” rather
than a fixed system [69].

Yet this richness and complexity in deaf communication has
long been under-recognized. It was not until the 1960s that William
Stokoe provided formal linguistic evidence that ASL is a fully devel-
oped language [109]. Before that, sign language was often dismissed
as an invalid form of communication, considered a poor substitute
for spoken language. In 1880 in Milan, the International Congress
on Education of the Deaf’s oralist proponents (i.e., people who be-
lieve that deaf education should center spoken language), voted to
ban sign language [49]. This event ushered in a period often referred
to as the “Dark Ages” of deaf education [49]. Besides, many signing
systems taught at deaf schools or used by interpreters (often hear-
ing) did not reflect forms naturally developed within deaf commu-
nities but enforced structures of written/spoken languages [48, 88].
For example, Signing Exact English is a commonly used signing
system that represents English using signs from ASL [48]. Funda-
mentally, it remains English because it preserves English grammar,
much like how a direct word-for-word translation from French to
English would still mostly follow French structures. For example,
translating “soixante-dix” (the French term for 70) as “sixty-ten”
would appear unnatural to English speakers. The variety of signing
systems and the minoritized position of these languages has led to
a complex history for sign language, making it crucial to represent
signed communication responsibly in all related initiatives.

3 Related Work
3.1 Sign Language Technologies

Sign language technologies refer to a body of tools and systems that
cover sign language recognition, generation, and translation, with
bidirectional transformation between signed and spoken or written
languages often deemed as the ultimate goal [10]. The idea of cre-
ating sign language translation machines dates back to the 1980s,
when computing researchers first began exploring gestural inter-
faces [37, 110], which gained renewed interest with the advent of
video technologies in the 1990s [12, 107, 108]. Since then, research
has explored systems focusing on sign language recognition (e.g.,
ASL dictionary search [11, 64], ASL conversational interfaces [43]),
generation (e.g., ASL signing avatar generation [58]), and trans-
lation (e.g., text-to-sign [38], speech-to-sign [25, 45], and sign-to-
text [16]). Recently, large language models (LLMs) and multimodal
LLMs have introduced new opportunities given their demonstrated
capabilities in language processing tasks [59, 135]. For example,
Zhang et al. explored LLMs and video generation models in gener-
ating ASL with non-manual markers [135].

Despite considerable work, barriers remain to developing reli-
able sign language systems for real-world adoption (see [10] for
a review). A major bottleneck is the lack of quality sign language
datasets [8, 10]. Existing datasets are limited in size, video quality,
continuous signing, inclusion of native signers, and signer diver-
sity [10, 135]. Consequently, there have been concerted efforts to
collect sign language data from signing communities [7, 9, 22, 32,
44, 63], exploring methods like interpreting Wikipedia articles [44],
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gamification [7], and crowdsourcing [9]. However, how to respon-
sibly collect data from communities at scale remains an open and
pressing question [8].

A deeper challenge lies in representing the expressiveness of sign
language through computational forms. There is still no standard-
ized annotation scheme for sign language data [8, 10, 33]. Bragg
et al. discussed major label formats such as Gloss*, full translation
into spoken languages, linguistic notation systems, and sign lan-
guage writing systems [8]. Among these, Gloss is a widely adopted
approach, used either as the main output or as an intermediate
representation [33]. However, as Desai et al. have noted, “glosses
do not stand alone as a complete representation, and lose meaning
like any translation” [33]. Given the limitations of all current repre-
sentations, choosing an appropriate representation scheme requires
careful consideration and design [8]. For example, using reduced
feature sets might be viable for specific tasks such as dictionary
search [64], while a generation model might need more sophisti-
cated annotations for fuller representation [135]. Our study seeks
to contribute to this ongoing conversation about sign language rep-
resentation and translation by exploring how deaf creators engage
with and translate sign languages.

3.2 Critiques of Sign Language Technologies

With growing recognition of the risks of misrepresentation, en-
suring the responsible development of sign language technologies
has become a pressing concern [8, 26]. Much of the existing work
highlights challenges in capturing the linguistic richness of sign
languages and the potential pitfalls of translation, whether into
another language or a different representational form. For example,
a recent deaf-led systematic review of sign language Al research
identified major issues, including the use of non-representative
datasets, annotations lacking linguistic grounding, and flawed mod-
eling approaches [33]. An underlying concern is that existing sign
language datasets are often created without the participation of
deaf stakeholders in data interpretation and quality assurance [33].
Therefore, these datasets may miss the embodied knowledge of dis-
abled people that is often essential to ensure data quality [42, 113].

Other critiques pointed to ableist assumptions about deaf com-
munication and the resulting framings and design choices shaped by
these ideologies [27, 33]. Sign language technologies are frequently
framed as solutions to serving deaf people when interpreters are
unavailable, with sign language interpreters commonly used as
the benchmark for evaluating their quality [27, 33]. Desai et al.
observed that research on sign language technologies is typically
motivated by the goal of “mitigating communication barriers” for
deaf people [33]. These assumptions reflect the longstanding con-
ception of interpreting as the default model for providing access,
while ignoring the collaborative role that deaf people play and
shared responsibilities involved in human communication [27, 28].
Using interpreters as benchmarks also raises the question of who
these technologies aim to serve, i.e., deaf people, interpreters, or
their hearing communication partners [26]? Many deaf people and
scholars are thus concerned that the push for sign language Al may
undermine deaf communities’ hard-won linguistic rights [27, 117],

4A written representation of signs using spoken/written language text. For example,
“NAME YOU ?” corresponds to “What is your name?” in English.
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although some voices within deaf communities have also expressed
that AI could offer promising alternatives to reduce the labor in-
volved in requesting and working with human interpreters [27].

3.3 Deaf Content Creators on Video-Sharing
Platforms

The minority status of sign languages positions deaf content cre-
ators as crucial contributors to the creation and dissemination of
sign language content [112]. Although sign language has gained
legal recognition and become an integral part of accessibility and
telecommunications services in many countries [30], interpretation
remains limited to specific programs, often has quality issues, and
fails to accommodate the full diversity of sign languages [23, 30,
112, 121, 126] or emergency situations [41]. Consequently, much of
the labor in creating sign language access falls on deaf community
members, both online and offline [112, 116].

Video platforms have become one such essential space [36, 87,
112], where deaf people share information through a range of
languages and modalities, including signing in videos, text (cap-
tions or writing in videos), speech (speaking or using Al-generated
speech), and other expressive elements like music, images, and emo-
jis [17,18,79, 82, 112]. Related work has revealed a vibrant online in-
formation ecosystem shaped by deaf creators, where they translate
news and information for deaf audiences [112], and share deaf cul-
tural experiences and awareness with hearing viewers [17, 18, 79].
Yet, what remains under-explored is how deaf creators develop sign
language practices within these online spaces, which often reach
large, diverse audiences.

Much of the HCI research on deaf content creators has been cen-
tered around social media accessibility, reporting issues including
lighting, challenges in capturing full body views on-the-go, difficul-
ties related to video uploading and downloading, and aligning AI-
generated speech to videos [17, 18, 82, 119]. In addition to technical
constraints, research has also examined the influence of social media
platform dynamics over deaf creators’ expressions [17, 79, 112, 130].
A notable challenge reported in the literature is to share accessible
content with both hearing and DHH viewers as the two groups
differ in language use and communication preferences [17, 82]. Re-
lated work also reveals how deaf creators face prevalent ableism on
social media [17, 79, 112], which is often reinforced by algorithmic
cultures that are biased against content from disabled users [17].
Deaf creators who target hearing audiences or share videos for
financial reasons have reported pressures to conform to hearing
norms, such as using Al-generated speech and simplifying signed
expressions [17, 79].

In contrast to the typical focus on social media accessibility and
algorithmic influences, what has received less attention is the rich
translation work performed by deaf content creators, particularly
those produced for deaf audiences (e.g., the Daily Moth [87] and
DPAN.TV [36]). In China, sign language videos created and shared
by deaf creators have become vital sources of information for deaf
communities, as they use CSL in ways that are both linguistically
and culturally accessible to deaf viewers [112]. The growing pop-
ularity of video content by deaf creators, such as those studied in
the present paper, stands in stark contrast to the limited reception
of sign language interpretation in official news broadcasts within
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China [76, 112]. These official interpretations are frequently criti-
cized as difficult to follow, as the interpreters (usually hearing) tend
to use language misaligned with deaf communities [76, 112]. How-
ever, deaf creators’ translation practices within these online deaf
spaces remain largely unexplored, with only a few studies drawing
attention to these spaces from deaf viewers’ perspectives [112].
Motivated by these community-driven practices, this study aims to
contribute to a deeper understanding of sign language translation
from the perspectives of deaf creators active in these spaces.

4 Methods

Our method involved in-depth interviews with thirteen deaf cre-
ators in China and an iterative process of data collection and analy-
sis.

4.1 Research Context

Our study focused on Chinese Sign Language (CSL) and deaf on-
line content creators in China. CSL is an independent language
fundamentally different from written/spoken Chinese and its di-
alects, though some signs are influenced by Chinese characters,
vocabularies from written/spoken languages (e.g., MP3), or local
cultures (e.g., using a landmark building to represent a place) [101].
Sign language translation in China is particularly challenging, and
often controversial, for two major reasons. First, there is no widely
adopted standardized national sign language in China. What is
called CSL is a family of regional variants, much like the dialects
found with spoken languages [73, 81, 101]. Second, related inter-
preting and translation efforts have been complicated by prevalent
misunderstanding and misrepresentation of CSL. A survey study
with over 10,000 DHH signers in China shows over 90% of them
found sign language interpretation on television broadcasts con-
fusing because of the heavy use of Signed Chinese [76]. Similar
to Signing Exact English, Signed Chinese is a manually coded sys-
tem that imposes the grammar and word order of Mandarin onto
signing. Tang et al. provide an example that helps illustrate the
difference: a CSL sentence being [woman / hair / long / pointing
(the third party) / know] with confused facial expressions, while
the equivalent in Signed Chinese being [you / know / that / long
/ hair / woman / question mark] [112]. Debates over these varied
signing language systems are common in discussions of translation
and language education in China [73]. While some advocate for
the standardization of CSL, others take pride in preserving their
local sign languages [73]. Similarly, while some oppose the use of
Signed Chinese [73, 127], others are more open to incorporating it
as part of their linguistic skills [112].

4.2 Participants

Thirteen deaf creators participated in this study (see Table 1 for
demographic details and Table 2 for information about their chan-
nels). We recruited participants using purposive and snowball sam-
pling methods, which are typically used with hard-to-reach pop-
ulations [60]. We circulated a recruitment flyer and/or a written
message within the lead author’s online network, reaching out to
both DHH people and researchers in disability-related fields for as-
sistance in participant recruitment. Both the flyer and the message
used written Chinese, as we intended to recruit content creators
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P# Ase Gender Formal Major Video Target  Years of Interview
& Education Themes Audience Sharing Setting
, signed all, but
Bachelor’s news, . text chat
P1 23 M mainly 3 . .
Degree deaf deaf (written Chinese)
awareness
, video
P2 28 b?r?;_ I\I/;istreges I}I::;iil DHH 0.5 conferencing
y & (Mandarin)
Bachelor’s . text chat
P3 29 M Degree signed rap all 23 (written Chinese)
Junior video
P4 36 M Collese signed news deaf 1.5 conferencing
& (sign languages)
Bachelor’s deaf . text chat
P5 26 M Degree awareness Hearing 0-5 (written Chinese)
s mime,
P6 32 M Bachelor’s deaf Hearing 2.5 .text cha}t
Degree (written Chinese)
awareness
Bachelor’s text chat
P74 M Degree math deaf 3> (written Chinese)
, deaf Hearing,
Bachelor’s . text chat
P8 35 F awareness, sometimes 10+ . .
Degree . (written Chinese)
signed songs deaf
deaf
High . text chat
P9 32 M School community news, deaf 3.5 (written Chinese)
e-commerce
Bachelor’s deaf . text chat
P10 26 M Degree awareness Hearing 0.5 (written Chinese)
signed news,
. general all, but video
Junior . .
P11 31 M knowledge, mainly 4.5 conferencing
College . .
visual deaf (sign languages)
vernacular
deaf
awareness,
Bachelor’s general phone call
Pz 29 F Degree knowledge, all 23 (Mandarin)
signed news
during COVID-19
deaf
Junior awareness, text chat
P13 38 F College signed news all * (written Chinese)

during COVID-19

Table 1: Participant demographics, shared content, and interview settings.

who can translate between CSL and Chinese and reach diverse

audiences. The inclusion criteria for the study were: 1) identifying
as deaf or DHH, 2) fluent in sign language(s), and 3) creating and
sharing original sign language content for online audiences rather
than for personal use.

Participants actively use sign languages in video formats (live

and pre-recorded). While they also share text and image-based con-
tent, most content involves videos given the visual nature of sign
languages. Each participant had a follower base in the thousands,
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P# Major Platforms

Number of Followers

Number of Posts

P1 Kuaishou 3.6k 84
P2 WeChat N/A 4
P3 Kuaishou 1.5k 32

P4 Kuaishou 35.8k 135

WeChat N/A 603

Bilibili 16k 82

s Douyin 2.8k 63
Kuaishou 4.0k 82

Xiaohongshu 3.9k 127

Bilibili 40k 65

P6 Douyin 15k 167
Kuaishou 1.0k 33

pP7 Kuaishou 4.4k 240

Bilibili 59k 639

P8 Douyin 15k 334

Kuaishou 31.9k 178

P9 Bilibili 38k 43

Kuaishou 240.5k 597

P10 Bilibili 6.7k 21

P11 Kuaishou 6.0k 112
WeChat N/A 50

P12 Kuaishou 2.6k 46

WeChat N/A 258

P13 Kuaishou 3.0k 127
WeChat N/A 7

Table 2: Participants’ channels. WeChat did not publicly display the number of followers.

with six having accounts that surpass 30,000 followers. Partici-
pants were active across multiple video sharing platforms, includ-
ing Kuaishou, WeChat, Bilibili, Douyin, and Xiaohongshu. Despite
nuanced differences in platform features, interface design, and focus
on long or short-form video sharing, all of the platforms participants
used support video sharing, which forms the basis for distributing
sign language content. These platforms also include typical social
media features, such as commenting, liking, and forwarding con-
tent. We present screenshots of these platforms’ video interfaces in
Appendix B.

Participants were fluent in both Chinese and signing and capa-
ble of translating between the two language systems. They shared
sign language videos for varied reasons, including translating in-
formation for deaf communities, promoting CSL and deaf cultures
with hearing audiences, or generating income through e-commerce.
Despite differences in motivation, serving deaf communities or cul-
tures remained a central goal. This shared commitment, together
with their substantial follower base, provides a foundation for un-
derstanding sign language translation and communication through
a deaf-centered lens. We offered all participants 350 RMB (approxi-
mately 50 USD) as compensation, with four choosing to participate
voluntarily. This study was approved by the Institutional Review
Board of our university.

4.3 Data Collection

We conducted semi-structured interviews between December 2022
and May 2023, with participants’ informed consent and using their
chosen methods of communication (see Table 1 for interview set-
tings). We conducted all interviews one-on-one online in real-time.
Most of the interviews were conducted through texting, phone,
or Zoom calls in Mandarin or written Chinese as participants are
fluent Chinese users. Some participants chose to use sign language,
as they were most comfortable communicating with sign language.
These sign language interviews were mediated by professional sign
language interpreters participants recommended or in our network.
The interviews lasted approximately 1 to 4 hours, with the text-
based sessions generally taking longer. Participants were allowed
to pause at any time, and the interviews were continued on another
day until completed.

To inform the interviews, the lead author extensively observed
Chinese deaf creators’ channels (both our participants and oth-
ers) to understand the content created and shared by deaf creators
before, during, and after the interviews. These observations were
primarily conducted to inform the interviews. She took these ob-
servations throughout the study, reviewing tens of accounts and
hundreds of posts. This included observing and taking notes on the
topics covered, the features used in the videos (e.g., captions and
visual elements), and the comments left under them. Prior to each
interview, she conducted closer observations of the participant’s
channels, such as reading their profiles and watching their videos.
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For participants who were regular live-streamers (P5, P6, and P9),
she also observed their live-streaming rooms or recordings of previ-
ous live streams. After interviews, she returned to their channels to
further contextualize the examples and practices creators described
during the interviews.

We began this study with a broad interest in how deaf creators
create and share sign language content online. Example questions
we asked include: How did you start creating and sharing content?
Can you walk me through a typical flow of how you created a video
or drafted an article for sharing? Do you have any concerns about
content creation and sharing? How do you engage with your viewers on
the platform? As interviews progressed, we adjusted our analytic
focus and interview guide to explore their translation work as
we found they all grappled with how to reach and make their
content accessible to audiences that vary in linguistic and cultural
backgrounds. We then added questions about translation issues, e.g.,
What do you think are the most challenging parts in sign language
translation?

4.4 Data Analysis

The lead author transcribed all interpreted conversations from in-
terview recordings and text chat exchanges with participants into
Chinese texts for analysis. Our analytic approach involved reflexive
thematic analysis, which entails iterative and ongoing theme de-
velopment along with data collection based on patterns of shared
meaning among the data [13]. We conducted open inductive coding
of the cumulative interview data after each interview and regularly
discussed the resulting themes. In the initial stages, we focused on
the surface meaning of the data to familiarize ourselves with the
data, e.g., identifying motivations for sharing, challenges in trans-
lation, and the elements participants incorporated in videos. At
various stages of the analysis, we referred to videos posted by deaf
creators (including those from our participants and others), to sup-
port our interpretation of the data. For instance, we located videos
that used strategies participants had referenced in their interviews
to help us better understand and explain participants’ translation
work. Through iterative coding and analytic memoing, we devel-
oped a deeper understanding of the translation work participants
performed. All quotes included below were translated from the
Chinese transcripts into English by the lead author.

4.5 Positionality

This research was shaped by our backgrounds as hearing researchers
based at a hearing-centered institution in the U.S. Both authors are
hearing, non-signers, and have been raised in hearing cultures. The
lead author is a native Mandarin speaker from Mainland China with
basic knowledge of CSL and uses English as a second language. The
second author is a native English speaker with no knowledge of
any Chinese language or CSL. Our understanding of deafness was
shaped through our engagement with disability and deaf studies and
our research experiences with deaf communities in China or the U.S.
To ensure our research was not solely shaped by hearing perspec-
tives, we shared our research design, including the demographic
information we planned to collect and our interview protocol, with
a Chinese deaf professional in our network to get their feedback.
Despite these efforts, we acknowledge that our interpretations of
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deafness remain shaped by our personal backgrounds and academic
trainings.

4.6 Reflection on Translation in This Research

This study is translational in nature. To enhance transparency, we
offer a reflection on the translation within this research. There are
at least three layers of translation that warrant attention. First, a
significant part of the translation occurred between the participants
and the researcher. To ensure effective communication: (1) most
participants chose to use written or spoken Chinese; (2) before
or at the start of each interview, the first author reviewed par-
ticipants’ online channels and engaged in brief conversations to
help establish smooth communication; and (3) participants were
encouraged to suggest interpreters with whom they felt comfort-
able. Still, the interviews mediated by interpreters may have issues
common to interpreted interactions [28, 85, 105]. For example, we
went back and forth to clarify word meanings, especially when
interpreters or participants were unfamiliar with certain terms
or when questions were phrased unclearly or too verbosely. Our
hearing backgrounds and limited signing literacy may have also
influenced participants’ trust in us and shaped the stories and opin-
ions they chose to share [65]. Second, translation also took place
within the research team. Since our team has only one member
bilingual in Chinese and English, all data were translated from
Chinese to English by a single researcher. Although a co-author
reviewed the translated quotes and their contexts, the translation
was inevitably shaped by the interpretation of a single translator
for whom English is a second language. Third, we did intensive
translation to convey our findings effectively in English academic
writing and communication. Many of the examples used in this
study were based on English and ASL because sign language re-
search traditionally began with ASL [109]. These examples, along
with visual examples we present in our findings, are an attempt to
communicate with HCI audiences who may lack a background in
both sign language and Chinese. Given the complexities of transla-
tion in our research, we understand translation as an ongoing and
interpretive communicative process rather than a fixed outcome.

5 Findings

Our analysis reveals extensive translation work involved in partici-
pants’ content creation, such as translating news or professional
knowledge for deaf viewers or translating sign languages to help
hearing audiences learn about deaf culture. Across numerous in-
stances of translation embedded in content creation, we found that
the translation work performed by deaf creators went far beyond
straightforward language matching. Instead, it involved nuanced
meaning-making across languages, modalities, and semiotic sys-
tems. Crucially, the need for translation was not simply a matter of
bridging sign and spoken languages and making content accessible,
but arose from the broader linguistic and cultural heterogeneity
across deaf and hearing individuals. Below, we describe three core
aspects of the translation work involved in participants’ content
creation: creating with multilingual and multicultural translation
in mind (Section 5.1), supporting meaning making across languages
and cultures (Section 5.2), and negotiating politics in translation
(Section 5.3).
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Figure 1: Examples of how deaf content creators combine
writing and signing using whiteboards, notebooks, and writ-
ing pads.

5.1 Creating with Multilingual and
Multicultural Translation in Mind

A key aspect of participants’ content creation process involves
engaging with the multilingualism and multiculturalism present
in their audiences and content materials. Participants described
encountering extensive language variation among their audiences
and emphasized the need for educating and learning across cultural
differences. That is, rather than translation as something they did
to content after the fact, they learned to create content with multi-
lingual and multicultural translation in mind from the start. One
example of this was using signing and writing simultaneously when
engaging with mixed-hearing audiences during live-streaming (see
Figure 1 for examples). As P5 noted:

“I sign while writing to ensure both [hearing and deaf
viewers] are included [in live-streaming]. Deaf people
often ask personal questions, which I understand, as
these topics might feel more natural to them...And
honestly, I still feel that hearing people aren’t very
familiar with deaf people”

As reflected in this quote, creators’ communication with audiences
involves not only language differences but also requires considera-
tion of their diverse cultural backgrounds and knowledge systems.
The mixture of language and culture P5 described stems from the
diversity of people relating to DHH identities or sign languages.
Besides differences between deaf and hearing viewers, others drew
from personal experience to highlight the diversity within DHH
populations. For instance, P1 and P3 learned Signed Chinese, rather
than CSL, before high school. In contrast, while P2 was born in a
deaf family, they have received oral education and did not develop
a deaf identity until college where they first accessed a signing
community sharing deaf pride.

The diversity of life experiences within deaf communities gives
each person a unique language background, requiring participants
to consider this diversity when creating content. As P2 put it,

“The sign language people needed was quite differ-

ent from what I had imagined. Some viewers said I
signed too fast. Others felt the vocabulary I used was
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too professional. My parents told me I didn’t include
enough analogies when using concepts”

The contrasts among the sign languages noted in this quote em-
phasize that CSL is better understood as a diverse set of language
practices rather than a single, standardized language. The richness
and complexity of CSL demands that even fluent deaf signers need
to continually adapt and learn through lived experience.

At a deeper level, creators must bridge the distinct worldviews
embedded in signed and spoken languages. This challenge is evident
when P7 translates math concepts to deaf students. He explained:

“Hearing people are used to abstract thinking, but deaf
people are more familiar with visual thinking, which
is why they might leave my channels quickly. Hear-
ing teachers would completely miss how deaf people
think, as it’s hard to express in oral language...Have
you ever watched Tom and Jerry? That’s visual think-
ing”

In this case, P7 must navigate the gap between the linear struc-
ture of oral language and the non-linear, visually oriented thinking
style rooted in sign language. The contrast P7 described between
hearing and deaf cultures is vividly illustrated in Figure 2, where
a signer employed two different ways to translate the concept of
‘turning point’ — a mathematical term that became widely used
during the COVID-19 pandemic to describe shifts in data trends.
The signer began with a literal approach, using two separate signs
to represent the words ‘turning’ and ‘point. Then, they transi-
tioned into a visual-spatial style, tracing a curve with one hand
and pointing to its lowest point with the other, signing ‘change’
at that moment. This example highlights the differing expressive
tendencies of written/spoken languages and signed languages: the
former often relies on abstraction and conceptualization, while the
latter emphasizes visual-spatial expressions that are more intuitive
for deaf viewers. Given that most math materials are grounded in
hearing-centered languages and cultural assumptions, translating
them into a framework that resonates with deaf people remains
a persistent and complex challenge. As noted by a sign language
researcher in a news report, “Only when a deaf person has a Ph.D. in
physics and truly understands the field will they be able to come up
with a sign to represent concepts like quantum entanglement,” [127].

Moreover, the differences in language use often reflect deeper
divergences in personal life experiences, requiring participants to
navigate a range of audience preferences, knowledge backgrounds,
and perspectives. Participants discussed the challenge of gaining
visibility within deaf communities, particularly when their content
focused on serious topics that might lack the humor deaf viewers
tend to enjoy (P1, P5, P7, & P13). P2 was surprised to learn that
their signing style might not resonate with many deaf viewers, as
it could come across as distant. She said,

“Some told me I looked like a well-educated person
when I was signing. They may not like the style and
prefer someone who’s easygoing. My mother edu-
cated me that I should lower my position and status.
I should practice my signing to be down-to-earth.”

The feedback P2 received suggests that translating sign languages

for diverse audiences requires both linguistic and cultural adapta-
tion, with the line between these two often blurred. In contrast to
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Figure 2: The signer first translated the concept of ‘turning point’ through literal mapping and then explained the concept using
a visual-spatial style of signing. From (a) to (b), they used two signs to represent ‘turning’ and ‘point’ separately. From (c) to (d),
they visually depicted a turning point. The right hand traced a curve while the other pointed downward and signed ‘change’ to
emphasize a shift or transformation at the bottom. The video is also fully captioned in Chinese. The English translations were

added by the lead author.

P2’s reception, Tang et al. reported a case in which a deaf viewer
preferred content that was more in-depth and did not enjoy videos
from creators with lower levels of formal education [112]. These di-
vergent views reflect the educational disparities among deaf individ-
uals in China [80], including access to sign language education [61].
Research indicates that, across both K-12 and higher education,
most deaf students in China have limited access to CSL instruction
because the majority of teaching staff are hearing and lack formal
sign language training [35, 61]. Deaf education remains largely
focused on written and spoken Chinese [35, 61]. Besides, schools
might develop different local signs [101]. As P11 noted, “each deaf
person has a different knowledge system...Deaf education didn’t
become part of the national education system until the 1950s. The
sign languages taught were all different”

Meanwhile, those aiming to reach hearing viewers have to navi-
gate power imbalances between deaf and hearing cultures. Lu and
Guo’s research shows that Chinese deaf creators often simplified
sign languages into surface-level expressions due to pressure to
conform to hearing norms [79]. A striking example participants
mentioned is visual vernacular (VV), a deeply deaf art form rooted
in visual storytelling [115]. VV combines gesture, facial expression,
and body movements - all without spoken language and reflects
deeply deaf ways of communication. Despite its deep cultural signif-
icance within deaf communities, VV often struggles for recognition
as a minority cultural form. P6, working as a theater actor, explained
that he had never considered VV as his focus. He said,

“[VV] only faces deaf people. Can you [hearing peo-
ple] understand it? What can you gain from it? Our
target is hearing people. You need to make them pay
for your show”

This statement on the limited audience for VV content, given that it
“only faces deaf people”, reflects the financial pressures and market

forces that deaf creators commonly face on social media platforms
and in a hearing-dominated world [79]. Moreover, it suggests that
multilingual and multicultural translation is not just a part of their
work as content creators but is the work they are aiming to achieve.

5.2 Supporting Meaning Making Across
Languages and Cultures

A second predominant theme in participants’ translation work in-
volves how they support meaning making across the wide range of
languages and cultures present among their audiences. Thus, their
translation work is not simply conversion of language from one
modality or representation system to another, it is about creating
content such that linguistically, culturally, and educationally hetero-
geneous audiences can access information and develop their own
understandings. To do so, participants weave together their full
linguistic repertoire, leverage visual modalities that videos afford,
and engage with diverse cultural frameworks to connect with their
audiences. This breakdown of boundaries between communication
systems lies at the core of multilingual people’s language use [122].
Consider P2, for example, who layers meaning across ‘straightfor-
ward’ signing captured in video and ‘deeper’ text-based captions as
a way of reaching diverse viewers depending on their knowledge
and literacy. They noted,

“I sign in the most straightforward way, but the cap-
tions were another story. My mother might not un-
derstand the captions because they might be too deep
for her. However, she could understand my signing
if she hides the captions. In this way, everyone can
understand my videos. People with higher Chinese
literacy can read the captions. They can look at my
signing if they can’t”
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As this quote suggests, P2 did not treat signing as a simple repetition
of her captions, but mixed both to rework her content for diverse
audiences. They went on to explain how they expand and recon-
struct the original information through other visual and narration
strategies,

“I would put a picture about the [concept to explain],
something visual. I would do role-playing [to make
deaf people understand], like what therapists would
do during the sessions...If they couldn’t understand
‘depression’ or ‘anxiety’, I would describe them through
my body movements and facial expressions. ‘Oh, I
look like nothing happened during the day, but I cry

5 %

at night.

What P2 described in this quote is not just to simplify languages
for people with lower Chinese literacy but deep cultural work to
ground the information in deaf knowledge systems and cultural
norms. These efforts reflect deaf people’s preferences for communi-
cation structured around visual elements [132], and the intensive
translation work required to adapt materials into dialogue-driven
formats that deaf audiences typically prefer [97].

Echoing P2’s description of the wide variety of strategies they
adopted to support translation, other creators described combining
written, spoken, and signed languages with visuals and narration
strategies to explain complex concepts originally from Chinese. In
Figure 3, for example, the signer combined captions and examples
both to ground the terms they explained in their original wording
(‘indirect bullying’ and ‘direct bullying’) and make them visually
easy to understand. The signer directed viewers’ attention by con-
trolling the appearance and disappearance of the two terms on
screen and by adjusting their body orientation to clearly show
which term they were explaining. They further gave examples,
like kicking, slapping, and spreading rumors, to help explain the
concepts. This instance provides a glimpse into the extensive sup-
port for meaning-making that deaf content creators’ integrate as
part of their translation work. Rather than merely mapping words
from Chinese to CSL, they invested considerable effort to ensure
their content was accessible and comprehensible to audiences with
diverse linguistic, cultural, and educational backgrounds.

Figure 4 presents additional examples of the various language
systems and captioning formats that participants mentioned or that
we observed creators adopting in videos. For example, participants
described gloss as being “mainly for non-signers to recognize signs,”
because the word order of CSL differs from that of Chinese. Cap-
tioned Chinese words, meanwhile, were often used to “help deaf
viewers connect with the original Chinese concepts” and to prevent
misunderstandings in translation. Participants also incorporated
other strategies alongside their signing. A common example is
mouthing, during which signers silently form spoken words with
their lips while signing to provide additional context or clarity [118].
As P7 explained, “signers can mouth the original Chinese charac-
ters when fingerspelling Chinese idioms (e.g., mouthing ‘% (Ch 1)
ik (M e i) 8 (W d ng) 3 (Li d ng)’ when fingerspelling ‘Ch-M-W-
L’)”. A more detailed list of translation strategies mentioned by
participants is provided in Appendix A.

Across all of these examples, participants supported meaning
making by bringing their intercultural understanding into their
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translation work. Those fluent in multiple sign language variants ex-
hibited a flexible signing approach, readily selecting the most widely
recognized signs when multiple ways of signing were present (P1 &
P4). P4 shared how he developed a blended signing style by learning
from his college friends across diverse regions and incorporated
it into his translation. P11 emphasized the importance of cultural
understanding in translation, stating,

“No matter where you’re from — be it North China,
South China, or anywhere in the world - your signs
will be understood as long as they align with Deaf
culture. This includes using classifiers and visually de-
picting scenes. While there may be some differences
in specific vocabulary, they won’t hinder overall com-
prehension.”

The visual style referenced in this quote is deeply rooted in sign lan-
guages and deaf culture. While many of the examples discussed in
this section, such as displaying captions, are part of visual commu-
nication, a deeper approach to translation for deaf viewers involves
embracing the visual-spatial style of signing, or using P7’s word,
“the deaf way of thinking” For example, the classifiers that P11 men-
tioned are a type of sign unique to sign language grammar, used
by signers to represent categories of nouns and to convey visual-
spatial information [72]. Take Figure 5 as an example. To illustrate
the concept of ‘space capsule, the signer did not use standard signs
but visually depicted a person flying upward and losing balance
in space. This visual expressiveness was further enhanced by their
act of incorporating a video of a space capsule. In some instances,
signers may even improvise signs for translation. For example,
while the signs for ‘Starbucks’ might be different in CSL and ASL,
a culturally deaf approach is to sign “curly hair,” to represent the
brand icon (see Figure 6). This visually descriptive method allows
people around the world, regardless of their language background,
to recognize the brand, as long as they are familiar with its logo.
These examples show how deaf creators navigate the variations
in vocabulary across signing communities by translating in deeply
‘deaf” ways. Although one can translate ‘Starbucks’ using the signs
for ‘star’ and ‘bucks’ or by fingerspelling the word, such methods
are still grounded in written or spoken language systems. In con-
trast, a culturally deaf approach can naturally resonate with deaf
viewers regardless of their language backgrounds. This is why new
signs emerge in everyday signing [53, 70], and why, at its deepest
level, sign language translation should be understood not simply as
transactions between languages, but as transformative and creative
work that has multilingual and multicultural knowledge at its core.

5.3 Negotiating Politics in Translation

The multiplicity of languages and cultures present in participants’
translation work makes the politics of selecting and blending lin-
guistic and communicative resources another crucial consideration.
P13 cited a wide range of factors she considers in translation, ex-
plaining:

“It seems easy to translate, but I've put a lot of consid-
erations into it, such as accuracy and comprehensi-
bility, also what languages are used by people where
I'm located...It’s impossible to take everything into
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Figure 3: The signer explained the concepts of ‘direct bullying’ and ‘indirect bullying’ using captions and examples. (a) Both
Chinese terms were displayed at the beginning. (b) The caption for ‘indirect bullying’ disappeared as the signer turned toward
the ‘direct bullying’ caption and illustrated the concept using an example of slapping. (c) The caption for ‘direct bullying’
disappeared and the ‘indirect bullying’ caption reappeared as the signer explained the latter concept, using spreading rumors

as an example. The video is also fully captioned in Chinese. The English translations were added by the lead author.
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Figure 4: Three examples of sign language videos by deaf
content creators featuring (a) translated articles, (b) captions
in gloss and Chinese full sentences, and (c) captions in Chi-
nese words and full sentences.

account. Otherwise, I need to make hundreds of ver-
sions."

Others echoed similar points, emphasizing that creating a video
involves substantial work besides technical work like editing and
adding captions, especially managing the languages involved in
translation. Throughout all translations, they had to adjust their
approach based on their audiences’ needs, the potential impact of
their content, and their own identities and values.

A key tension in translation stems from its inherently transfor-
mative nature. As P8 explained, “literal translation between CSL
and Chinese is nearly impossible” She showed us how she trans-
lates Chinese lyrics into CSL by drawing on her understanding of
context, meaning, and both languages this way,

“1. Looking at the whole lyrics first; 2. Breaking down
the lyrics into chunks; 3. Turning to the sentence level
to start the translation. Some Chinese lyrics may flip
the usual word order. In these cases, [the translation]

Figure 5: The signer combined a visual-spatial signing style
with a video when talking about the concept of ‘space capsule’.
From (a) to (c), V-shaped (commonly used to represent legs of
a person [128]) and Y-shaped (commonly used to represent a
person [128]) classifiers were used to visually depict a person
flying upward and losing balance in space. In (d), a video of
a space capsule was presented to support the signing.

should consider how to construct the visual scene
when signing”

What P8 described echoed the need to prioritize the construction of
visual scenes in sign language translation [40]. Signers often employ
strategies such as reordering elements [74] or including visual
details [40] to prioritize visual expressiveness. The transformative
nature of translation work reflects the diverse possibilities inherent
in the process that might change the meaning, let alone who is
able to understand it, such as decisions about when to prioritize
constructing visual scenes and which signs best convey the intended
meaning.

These options often gave rise to debates about the varying stan-
dards participants encountered across different contexts and the
roles they assumed. For example, P11 and P13 prioritized different
values in their translation approaches, emphasizing their identities
as both deaf signers and translators. When we presented different
translation styles for the concept of ‘depression’ to P13, she firmly
rejected blending storytelling into translation, stating,
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Figure 6: Multiple ways of translating ‘Starbucks’. (a) Finger-
spelling, which accurately represents the original English
word but might hard to understand for signers who do not
use English (image source: [84]). (b) Visually-oriented trans-
lation: representing the brand icon through ‘curly hair’. (c)
The logo of Starbucks® (image source: [106]).

“[Translating depression into finding it hard to fall
asleep] is wrong. ‘Insomnia’ is different from ‘depres-

39

sion’.

Here, P13 emphasized the distinction between the concept of de-
pression and the associated behaviors we used to explain it. As
a professional sign language interpreter, she viewed conceptual
accuracy as paramount, especially when the goal was to promote
knowledge. By contrast, P11 noted that accuracy sometimes con-
flicted with other priorities such as clarity and audience engage-
ment. He has been promoting legal knowledge in deaf communities
by explaining the Civil Code through stories he encountered or
learned from other deaf people. As he put it,

“Translating Civil Code is supposed to be formal. How-
ever, that can be difficult for most people to fully grasp.
Deaf people often ask me for clarification, so I trans-
late it in a way that aligns with their way of thinking,
although it is quite informal... However, if you're a
translator or teacher, you might need to adhere to the
standards.”

What P11 described here not only involves challenges common to
translating professional documents but also the tensions in trans-
lating hearing concepts into visually-oriented cultures embedded
in sign languages. For example, he highlighted a common contra-
diction in sign language interpretation: to make his translation
‘deaf” enough, he needs to reduce the use of formal concepts and
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amplify facial expressions and body movements to enhance visual
expressiveness. Yet, these strategies may appear exaggerated or
even inappropriate in professional settings shaped by hearing cul-
tural norms [91]. These accounts from P11 highlight the challenge
of balancing established translation standards with cultural famil-
iarity for deaf communities, particularly for someone who is not a
legal professional. In navigating these tensions, P11 chose to cen-
ter his own lived experience of deafness, prioritizing his goal to
promote legal knowledge within deaf communities. In these two
instances, P11 and P13 prioritized different values, yet both shared
the goal of promoting knowledge within deaf communities. Cru-
cially, each was keenly aware of the values they represented and
the compromises they made — an awareness shaped by their every-
day experiences as deaf creators navigating a range of social and
cultural contexts.

Participants also echoed the tension between authenticity and
outreach in hearing-centric environments [79]. For example, cre-
ating videos of signed songs is a common strategy to gain visibil-
ity [130]. However, this practice has often been criticized for dis-
torting sign languages and deaf culture, as it diverges from signing
patterns within deaf communities and is often heavily influenced by
spoken language structures [83, 130]. Similarly, in an effort to reach
broader audiences, many participants described incorporating ele-
ments of mainstream hearing culture - for instance, by producing
videos about popular deaf-related media like the film CODA, creat-
ing signed raps, or using Signed Chinese to help hearing viewers
relate signs. While some of these efforts might be criticized as a
superficial reflection of sign languages or deaf cultures, we found
that these decisions were rarely made in a straightforward way.
Just as participants thoughtfully navigated translation within deaf
communities, those targeting hearing audiences also approached
these decisions with care, balancing their goals, target audiences,
and a sense of responsibility to deaf communities. For example,
considering the differences between Signed Chinese and CSL, P8
combined the two language systems for his goal of promoting sign
languages, stating,

“I decided to use CSL when teaching hearing people,
while using Signed Chinese when promoting deaf or
sign language awareness in general”

Similarly, P6 challenged the notion that Signed Chinese lacks value,
explaining,
“How can you learn advanced levels without the ba-
sics? I consider Signed Chinese the basics of sign lan-
guages. Even if it’s not used within deaf communities,
you can treat it as a vocabulary class”

In both cases, participants did not simply choose one language
over the other but rather approached their decisions with a broader
perspective on their goals, even though their strategies involved
compromises.

When asked about the tensions around sign language, P11 rec-
ognized the ongoing debates within deaf communities. He stressed
an embodied and flexible approach, explaining,

“Where do you plan to use sign language? Why is the
sign language used by each deaf person different? To
truly understand, you need to immerse yourself in
deaf communities and experience the many different
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ways deaf people sign. However, it’s impossible to
experience all the different variations because China
is too big. If T were a sign language interpreter, I would
focus on teaching vocabularies”

As referenced in this quote, the translation work involved in signed
communication essentially involves navigating the complex inter-
play of diverse cultures, histories, and values embedded in its lin-
guistic variations, particularly when addressing broad and heteroge-
neous audiences. Sustaining these efforts requires varied strategies
and careful adaptation to different audiences, as participants have
shown. While the compromises they make are not always without
consequence, they reflect an ongoing process of learning, contesta-
tion, and negotiation that deaf people navigate as translators—either
for their ‘deaf self’ [133], deaf communities, or others—throughout
their lives.

6 Discussion

Our study is motivated by the need to understand the complex-
ity of sign language translation and human labor involved in this
work, particularly as applications of Al for translation become more
prevalent. In light of widespread concerns within deaf communities
regarding sign language technologies, it is crucial to support deaf-
led translation practices to ensure that these technologies are rooted
in the linguistic and cultural knowledge of deaf communities [6].
Admittedly, the creators in this study represent a specific com-
munity engaged in broad forms of translation shaped by specific
platform affordances, dynamics, and the demands of audience en-
gagement in the context of content creation [17, 79, 112]. However,
their exposure to diverse and wide-reaching audiences provides
fertile ground for them to develop and experiment with translation
practices across a wide range of topics and for varied purposes.
Crucially, as with all forms of translation, their translation work
served to spread information and ideas, and to support human com-
munication. Drawing on these practices developed in deaf-initiated
spaces, we now revisit the conceptualization of translation and
offer insights to inform the research and design of sign language
translation systems.

6.1 Towards a Languaging Approach to Sign
Language Translation Technologies

Our findings reinforce existing accounts of the challenges and com-
plexities involved in sign language translation from professional
perspectives [10]. Participants echoed documented challenges in
navigating structural and lexical differences between signed and
spoken/written languages [10]. However, their translation work
extends beyond simply transferring between two language sys-
tems; it involves navigating a multiplicity of languages and cultures
closely tied to both their own and their audiences’ diverse identi-
ties and differential access to sign languages, such as deaf people
raised with different sign language variants and knowledge systems,
deaf people who learned sign languages later in life, and hearing
people new to sign languages, among others. Consequently, par-
ticipants engaged in translation by weaving their full linguistic
repertoires, all available modalities, and other meaning-making
resources, such as images, storytelling, and elements of popular
culture. In doing so, they blur the boundaries between linguistic
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and non-linguistic elements in language use, i.e., what linguists
describe as (trans)languaging [29, 52, 71, 77, 122].

Taking a languaging perspective on translation challenges the
growing conceptualization of translation as an end-to-end mapping
between signs and speech or text. Rather than treating translation as
a direct alignment between sign and text, participants’ translation
practices revealed a much broader translation space. They extended
translation to the whole semiotic space that video affords and be-
yond, taking underlying cultural frameworks into consideration.
As the idea of ‘languaging’ suggests, language is neither established
nor bounded in a single system. Rather, it is a broader activity of hu-
man beings in the world intertwined with people’s socio-material
environments [46, 96] and connected to humans’ “feeling, experi-
ence, history, memory, subjectivity, and culture” [122]. Recognizing
the full spectrum of languaging practices is therefore crucial to
capturing the complexity, fluidity, and diversity inherent in human
communication [2, 46, 52].

Viewing translation through the lens of languaging also ques-
tions the dominant conceptualization of translation systems lim-
ited to “tools” that turn sign languages into spoken/written lan-
guages [33]. Participants’ translation work reflects that sign lan-
guage translation is not limited to mere conversion of source lan-
guage or material; rather, it is a creative, interactive phenomenon
emerging from deliberate acts shaped by specific purposes and the
surrounding socio-cultural and political context. As our findings
detail and as suppported by translation and sign language stud-
ies [53, 54, 74], signers may develop new signs, construct visual
scenes, or draw on multiple languages and other communication
resources for translation. This emergent, adaptive nature of signing
reveals the limitations of efforts to represent signed communica-
tion within a single, standardized system. For example, Zhang et
al. found that although guidelines for ASL grammar exist, signers
in everyday contexts do not consistently adhere to rigid gram-
matical structures [135]. These everyday signing and translation
practices suggest that sign language translation systems should
adopt a broader view of translation, treating it as an emergent com-
munication activity rather than a task that has definitive outputs.
Below we explore how researchers and designers can take action
based on these insights.

6.2 Reimagining the Design of Sign Language
Translation Technologies

Drawing on deaf people’s languaging practices, we argue that fu-
ture research should pursue approaches to designing sign language
technologies that move beyond the dominant interpreting model
(i.e., the central goal of converting between a signed language and a
written/spoken language, and vice versa) and instead aim to support
the diverse ways of communicating reflected within deaf communi-
ties. As Desai et al. argue, relying on the interpreting model to shape
sign language technologies overlooks the unique strategies that
deaf individuals have developed to navigate communication [33].
Below we discuss what this means for design.

6.2.1 Design for Sign Language Translation as a Languaging Activ-
ity. One way to move beyond the interpreting model is to design
technologies that recognize sign language as a languaging practice
rather than a fixed, uniform system. A crucial step is to explore
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deaf people’s full linguistic repertoire and communication space.
Just as deaf creators blend multiple communication systems in their
translation practices, sign language translation systems could adopt
modular architectures that account for diverse languages, modali-
ties, and cultural frameworks. For example, our analysis provides
evidence in support of integrating multilingual captioning [31]
and visual captioning [75] as part of signed interaction. Other lan-
guaging systems should also be considered such as speechreading
technologies [34].

A key to practicing sign language as a languaging activity is to ac-
knowledge the wide linguistic variation within sign language itself.
The challenges our participants encountered with vastly different
signing styles provide a vivid account of deaf people’s concerns
about the ‘access hierarchy’ that sign language technologies can
reinforce [27, 117] - those who can get reliable access to education
and language resources would benefit most from these technologies.
While our findings show language diversity within China, many
other countries face similar challenges in standardizing sign lan-
guages, such as Cambodia [50] and Indonesia [95]. Even in countries
with an official sign language (e.g., ASL in the U.S.), considerable
variation persists due to socio-cultural influences, such as racial
segregation [94] and differences in education backgrounds [88].
Such variations can even extend to smaller contexts such as specific
schools [101], families [56, 57], and villages [66], with many deaf
people using traditional visual-spatial signing styles rather than
standardized signs (see Chapter 4 of [88] for an example). Signers
also draw on what Hodge and Goswell call the nascency princi-
ple: blending languages and creating new forms of expression in
response to the specific discourse and spatio-temporal context [54],
as seen in deaf content creators’ daily translation practice.

To acknowledge the fluidity in sign language use, sign language
technologies should be further reimagined as systems to augment
deaf people’s languaging practices. While efforts should be further
made to enhance the representation of the diverse language vari-
ants, the hybrid and emergent nature of signed communication
makes attempts to encode sign languages into translation technolo-
gies seem inevitably reductive. This is especially true given that
machine translation often enforces what Ramati and Pinchevski
term uniform multilingualism, i.e., processing linguistic diversity
by imposing uniformity, typically through English or, more re-
cently, through interlingual representations trained on large-scale
datasets [99]. To move beyond uniformity in translation, future
work can reimagine sign language technologies as extended lan-
guaging resources. For example, echoing recent explorations in this
space, sign language technologies could provide multiple transla-
tion suggestions to aid human interpretation [129] or allow users
to collaboratively discuss and refine translations [131].

6.2.2  Support the Thriving of Sign Language Itself. Another cru-
cial way to move beyond the interpreting model is to support the
thriving of sign language itself. Given that in many contexts there
are no established sign language standards or shared knowledge
is limited, such as STEM fields [19, 129], relying on existing trans-
lation frameworks when developing sign language technologies
is not sufficient. Further, as suggested in the concept of ‘the trans-
lated deaf self; [133] translation not only occurs in the device input
and output but also shapes the very ontological sense of being
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‘deaf, pointing to the broader politics that influence deaf people’s
experiences with translation and their perspectives on translation
technologies. For example, De Meulder cautioned against relying
solely on user feedback to evaluate translation systems, noting
that deaf users might lower their expectations due to a lifetime of
having to tolerate inconsistent interpreting quality [26]. These com-
plexities in how deaf people experience sign language translation
highlight the need to collaborate with deaf communities, as well
as professionals in domain-specific fields and translation, to sup-
port the creation of new language resources and community-driven
language and translation practices. Community initiatives such as
signer forums [19, 44] and deaf-centered maker spaces [111] offer
promising models for such efforts.

An overemphasis on translation can also reinforce the miscon-
ception that sign languages only have meaning when rendered
into another language, implying that signers’ access to information
and communication depends on spoken language. However, sign
language is an independent, living language with its own history,
culture, and linguistic richness. A key consideration that future
work should center in design is the history behind sign languages
and the complex language ideologies that accompany the wide
spectrum of sign language use, i.e., beliefs about what constitutes
‘appropriate’ signing and what style is ‘deaf’ enough. Some per-
spectives only recognize sign languages naturally developed within
deaf communities [88], while others take signs influenced by spo-
ken languages [88] as part of the broader sign language repertoire.
In China, this is evident in the ongoing debate between Signed
Chinese versus CSL. Signed Chinese, and other manually coded
systems of written/spoken languages, have been widely criticized
as ‘unnatural’ to deaf people [88, 127].

However, as our participants’ translation practices demonstrate,
such systems are often part of their lived linguistic repertoires,
even though they might not be the most desirable options. In some
cases, participants might use Signed Chinese due to broader socio-
political dynamics that marginalize CSL, for example, to help hear-
ing people map spoken language to signs, or in situations where no
established CSL translation exists for concepts rooted in hearing
cultures. Similarly, Signing Exact English is often taught to deaf
children in English speaking countries, and many signers may in-
corporate such versions in their signed expression and develop new
forms of languages such as Pidgin Signed English [51]. Equally
important is that languages are constantly evolving and shaped
by broader sociocultural dynamics and developments, for exam-
ple in gendered expressions [15, 102]. Supporting explorations of
these socio-political complexities requires prioritizing the growth
and development of sign language itself. For example, a significant
gap remains in computing systems and research dedicated to sign
language linguistics [33]. We hope our work sparks more deaf-led
explorations in this space, since preserving the richness and histo-
ries of sign languages, and supporting their growth, depends on
collective efforts grounded in the lived experiences of deaf and
broader signing communities.

6.3 Limitations

This study has several limitations. First, our limited proficiency in
sign language may have constrained our ability to fully capture the



Reimagining Sign Language Technologies

nuances of participants’ language use. Our interpretation of the
videos relied largely on our limited signing literacy and the accom-
panying Chinese captions. Future research should involve fluent
signers and incorporate multimodal analysis to more comprehen-
sively understand signed communication. Second, our reliance on
purposive and snowball sampling may have introduced bias in re-
cruitment. Most participants were from relatively developed regions
of China and had received higher education, potentially limiting
the diversity of perspectives represented in this study. For example,
we did not include sign languages used in ethnic minority regions,
such as Korean sign language and Mongolian sign language. Future
work should diversify participant characteristics, such as region,
gender, age, and educational background, as individual experiences
are uniquely shaped by intersecting social contexts [114]. Third, our
analysis focused on participants’ perspectives on translation, but
these practices may have been shaped by platform accessibility and
interface design. For example, video styles, layouts, and other affor-
dances likely played a role in shaping deaf users’ experiences on
video platforms [1]. Future research could further explore how tech-
nical affordances hinder or facilitate translation practices in digital
environments. Fourth, our study did not examine audience recep-
tion, which would provide valuable insight into how translations
are interpreted and co-constructed from the audience’s perspective.
Future research should involve a broader range of stakeholders to
deepen understanding of translation.

7 Conclusion

This article examined the complexities of sign language transla-
tion by analyzing the translation practices among Chinese deaf
online content creators. Our findings reveal the complex interplay
of languages and cultures in deaf creators’ translation work and in
their efforts to navigate the politics embedded in the multiplicity of
languages and cultures. Our study suggests that the development
of sign language translation systems must include a more expan-
sive understanding of translation, moving beyond the interpreting
model to support deaf communication as a multilingual, multimodal,
and multicultural activity, while also fostering the growth of sign
languages themselves.
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Reimagining Sign Language Technologies

A Translation Strategies Observed Among Deaf Creators

CHI *26, April 13-17, 2026, Barcelona, Spain

Modalities Systems or Strategies Examples or Purposes
adding Gloss captions to
Gloss Text Gloss help non-signers recognize signs
displaying the original Chinese
Lan word or adding Chinese captions
Sa %uage Written to ground signs without
ystems Text Chineese standardized translations or
Chinese deaf accents, i.e., DHH people’s
speech may sound different from
hearing individuals
Speech Spoken using spoken Mandarin
peec Mandarin to attract hearing audiences
Speech Al-generated using Al-generated speech
P Speech to attract hearing audiences
Visual CSL Variants picking the most common
Signing signs out of CSL variants
Systems Signed Chinese fingerspelling ‘Ch-M-W-L" to
Visual or finerspellin translate the Chinese idiom
gerspeting W (Ch 1)tk (M & i) %8 (W A ng) #(Li d ng)
using classifiers and
. . visual-spatial signing
Visual Classifiers styles that native
signers most familiar with
Mouthing Chinese to help
Visual Mouthing viewers relate signs to
the original Chinese word
_ . adding illustrations or
ier;lecgllg gll;l;aelnts Visual Images visuals to explain concepts
Y like COVID-19
storytelling, - . .
Adding role-playing situating concepts in narrations,
Communication i / . ’ e.g., role-playing mental
. Narratives adding examples, i
Strategies makine analogies. etc health consultations
in General & gies, et — —
Reducing Setting explaining it is an idiom
Ambieuit / Contexts before translating Chinese
suty idioms
— N
Emphasis | / Repetitions repeating signs when

introducing uncommon words

Table 1: Translation strategies participants mentioned. This list is not intended to be an exhaustive reflection of their translation
but to show the multilingual, multimodal, and multicultural nature of their work.
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B Video Interfaces of Platforms Participants Used

WeChat Article Kuaishou

2050 "

X

erep epe TED Talk: How t
Attached
Bilibili changed what it'y  yigeos

ETEDM) How echncioy haschanged wht s e 10 b ot

My name is Rebecca, and 'm a cyborg.
BWBFRMAF, RE—TEIRA,

Specifically, | have 32 computer chips
inside my head, which rebuild my sense of
hearing. This is called a cochlear implant.
You remember the Borg from Star Trek,
those aliens who conquered and absorbed
everything in sight? Well, that's me.

oo B O

Figure 1: Screenshots of the video interfaces from platforms used by participants. Bilibili is mainly designed for long-form
video content, similar to YouTube. WeChat Articles primarily host written content but allow embedded videos. Kuaishou,
Douyin, and Xiaohongshu are designed for short video sharing. All platforms include common content sharing features such
as “Like” and “Forward”
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